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Overview VIIRS Test Datta Capture & Distribution

During the development of each Suomi National Polar-orbiting Partnership (Suomi During Suomi NPP VIIRS testing, the instrument vendor, Raytheon Space and Airborne Systems, El Segundo,

NPP) instrument, significant testing was performed, both in ambient and simulatec VIIRS Test Data Access and Distribution CA, directed test data from the high-bay to a Raytheon owned and operated Linux cluster in near real-time
orbital (thermal-vacuum) conditions, at the instrument factory, and again after Reroshace Corh ’ . . . : . '
. ( . ) ’ : y., . 5 . — e % o Raytheon provided the government with access to test data on this cluster via a read-only workstation. For
integration with the spacecraft. The National Polar-orbiting Operational i : . . . . .
Environmental Satellite System (NPOESS) Integrated Program Office (IPO), and later o 8 %MMMW security reasons, an air gap existed between this read-only workstation and government equipment. In
the NASA loint Polar Sa’zlellite System (JPSS) Iéro A Og}fice defined tw’o fihar e - N CaeanOSA place of the air gap, the government formed an on-site data clerk team who transferred test data to an on-
obiectives with respect to ca tYJrin instrumentgand < ace’craft - datapduriny ﬁ@ o« @ | site government data server via removable external hard disks. Raw sensor data, in Consultative Committee
) P P 5 P 5 o ! @'m Siver Spring, MO ~ for Space Data Systems (CCSDS) packet format, were distributed to the analysis teams via three methods.

these test events. Standalone * ¢ g

Machine
Analyst
Workstations (x3)

Color Printer  visitor Laptops 1. On-site sensor analysts had access to data over a secure virtual local area network (VLAN) and could
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1. Dissemination of test data and auxiliary documentation to a distributed network
of scientists, to permit timely production of independent assessments of data -
quality and test progress.

2. Preservation of test data and documentation in a catalogued government

commence their work immediately.

Data Clerk
Workstation

2. The data clerk populated portable USB disks with sensor data, and shipped them via overnight courier
service to off-site analysts.

arc.h.ive for the life of.the mission, to ai.d in the resolution. of anomalie§ a.nd to E’f?;‘;‘j,?;’o ] oo e s e onoon VIIRS Local Area Network (VLAN) 3. Data were also automatically transferred to NOAA headquarters via dedicated DS3 (Digital Signal 3) line.
facilitate the comparison of on-orbit instrument operating characteristics to N s Once at NOAA headquarters, data were made available to analysts around the country via the CasaNOSA
those observed prior to launch. o = z‘ website, NOAA’s test data repository serving Suomi NPP sensor scientists and cal/val teams.

In order to meet these objectives, Suomi NPP pre-launch test data collection —=5 Data Senver Firewal Pedicated DS3 During thermal-vacuum, the data clerks transferred several gigabytes of data at thirty-minute intervals —

distribution, processing, and archive methods included adaptable support 24/7 for 111 straight days.

infrastructures to quickly and completely transfer test data and documentation from _

the instrument ang spacyecraft fact?)ries 1/0 censor scientist teams on-site and around *'Po”ata“'e”‘ @”SG°“'”r°"'“e“H“"'m @”G“S”“”‘* @ revineon farcvare @ ML Hardware Plans for VIIRS JPSS-1 are proposed to electronically transfer test data between Raytheon’s data server and

the country. These methods were unique, effective, and low in cost. These efforts an on-site government data server. GRAVITE also replaces CasaNOSA as the off-site government archive.

permitted timely data quality assessments and technical feedback from contributing
organizations within the government, academia, and industry, and were critical in

supporting timely sensor development. sSuemi NPP Spacecrait Environmental Test Data Caplure & Distrbution

In parallel to data distribution to the

sensor science teams, pre-launch test — — P o RewE V) BATC NPP Spacecraft Data Flow
Stored
i ' : : : : : ssion System Architecture
d::ta were Itransferred and I"E)geStEd mtg * During spacecraft-level environmental testing, after all instruments were integrated, the “bat __ WI\ y [TVAC]
: : : ] o (sMD) ot BATC Office
t ?dce-ntra SIUOTI NPP Cak' ration a:: government assembled a data clerk team to support test data collection for critical D;TE:’EHEF.{S;I‘;Q
validation (Ca /Va ) system, Known aS- the dynamiCS, electrOmagHEtiC interference (ElV”), and thermal-vacuum events. NPP Spacecraft BATC Wideband Console % =
Government Resource for Algorithm oy | U
o e . . I I I 2rma a3 ata Er I
Verification, Independent Testing, and * During those test events, BATC test engineers performed spacecraft solid state recorder Thermal Dat v Dataclere *
. . . . . acilities Tes |
Evaluation (GRAVITE), where they will (SSR) dumps at an interval of once per orbit (102 minutes). The result was a single file up e el A —
: ° : FOgram Frovioe ata Cler BREOE
Suomi NPP spacecraft being lowered intothe  reside for the life of the mission. As a to 43 Gigabytes in size. Test Sensors Fight Teemetr i e
“ ” - . . . . . — ——— — ov't Data Processin The data clerk transfered SMD from S lr L LY
Brutus” thermal-vacuum test chamber at result, data and documentation are * Each file contained randomized Channel Access Data Units (CADUs) that were not Reed- : : : sy the BATC to gov't warlatations for
the Ball Aerospace & Technologies Corp Jvailable  for uer analvsis and | 9 he d erk , 4 th filac f ded 9 ”;‘ii?i;“%?:i-ﬁi‘;ﬁﬁ{j;;;‘E.’.:;f:* @
(BATC) facility in Boulder, CO query, y 2 _ Solomon error corrected. The data clerk retrieved these files from a BATC-provided read- et s Us
download by the cal/val community via only workstation, transferred, and processed the data with custom software on local (C_BATCLocalAeaNetwork ) |(1) 1 data were also transferred (0.3 USB. @
. . . . disk and mailed to JPSS headquarters
the command-line GRAVITE Transfer Protocol (GTP) tool or via the NOAA- government hardware to produce files of corrected and contiguous CCSDS packet streams | Gk o ovrig: ma oo
collaborative website "CasaNOSA". Instrument and spacecraft test data, telemetry, by instrument. N ;:;—*;;*g{;:;t:;:g Lo LD Clerk @
and ground support equipment information were collected and organized with . . S Z AT O --
.g PP quip o & , * Portable disks were used to transfer raw and processed packet streams to on-site and off- Master Terminal  BATC Thermal = UsB Drsk
detailed test procedures, logs, analyses, characterizations, and reports. This 45 . TEILCAE g
, . , , , , site analysts, and to NASA headquarters where they were uploaded to CasaNOSA. (BATTT) 3 FedEx/UPS
Terabyte archive facilitates the comparison of on-orbit Suomi NPP operating L 3 vernie
. , , Thermal data, spacecraft command message logs, and other ground support and auxiliary O
characteristics with that observed prior to launch. . . T \g ‘s
data and documentation were electronically pushed to CasaNOSA from the factory over R Sent to Stardust / ks
, , the Internet. S BATC “Stardust” | aeoes oe=ane WEma 292\ GRAVITE/
JPSS-1 test data collection and archive plans are currently under development. OASIS S/C Command Message Logs i Sarvar | P Puled y CRINOSA ) asaNOSA
. . . . . System
These plans will build on the methods used during Suomi NPP test campaigns. -
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Test Data Archive CrIS & OMPS Conclusions & Future Work
VIIRS test procedures, shift logs, instrument logs, and test reports were organized with During Suomi NPP Cross-track Infrared Sounder (CrlS) instrument-level testing at Although network bandwidth, disk storage, and processing power have dramatically
their respective test datasets in the government archive for easy access. the ITT Corporation facility in Fort Wayne, Indiana, visiting on-site government increased over the years, so have the data rates of weather and climate sensors such
analysts were provided access to a self-service, ITT workstation with read-only as those on Suomi NPP. The task of collecting, disseminating, and archiving test data,
S T — access to near real-time generated test data. Analysts transferred the test data to complete with auxiliary data and documentation, is by no means trivial. We have
e T 1 o 1 g e s FTa S TR VIR o their portable USB disks for local analysis and later for priority overnight shipment described our methods for collection, distribution, and archive of sensor and
RATP for Version for 0x400F (Pre- 04- [04- |TVAC [F1- Then will perform regression acceptapcete_stufthe_d[][]E . . . . . .
VAQ) e and 4007 fghtsotware i accordance win TP-15640362. | to NOAA headquarters and to off-site analysts at other locations. Once at NOAA spacecraft test data, to support timely analysis during instrument development, and
04- |04- |TVAC elemetry for all command telemetry interfaces between the  |Populated . . . . . . .
07 fo7 gg;;iér:oyﬂwﬁgﬂaw;;ga‘ndheailcénumsnm?ﬁcmés- o headquarters, test data and documentation were uploaded and catalogued in the rapid post-launch cal/val via the production of a comprehensive test data archive. For
<21.‘3§1?$,"£$35““‘“"’ ST % e [iae [P oo (et foncaonaity of dats scquison peth fom esout | CasaNOSA system. Plans for CrlIS JPSS-1 replace the human-in-the-loop element instrument-level VIIRS and spacecraft-level testing, staffing the project with around-
o7 07 Integrated Circuits (ROIC) to Digital Number (DN} output . . . . . . .
_ _|detectors disc.. _ with electronic distribution of test data from the factory to GRAVITE. the-clock data clerks proved to be the most efficient use of program resources. They
Sl-g IFa"ﬂr_t;j;1.1,1.3 and EW 3399- EEHQ- ?\rfeéc Sensor Integration IE‘rl-Ei I:]art 11.12mal:[es basic meaauremefnts of sensor r:ms:Tf Complete
s 07 oo a set of special operating conltions. Part 1.3 makes basic were able to support scientists in searches for data and documentation in a way not
@Eﬂmnicsse'ﬁestt-ﬂand@ During Ozone Mapper Profiler Suite (OMPS) instrument-level testing at the Ball possible to be automated.
F/E?;tzf’ﬁm;w (DN) outpar (detentors TeTomestady and measurs racponse & nalse with sevoral self ost Input Setings (ramp base and step Aerospace and Technologies Corporation (BATC) factory in Boulder, Colorado, test
values). Health check: Repeatability of resulst to same self-f&stirput after baseline established. Demonstrate adaptability of Direct current (DC) . . . .
Gipose of Test Restors aigorthmiprocess. Mszsure elecroni read nois (detector dmcouniscd and sefest off. Mesaurs respanas to seltst nputramp tat wil data were electronically pushed from the factory over the Internet to a Plans for JPSS-1 test data collection and archive support architectures are currently
{II:F‘P:.]. Demons.trate capability to determine and subtract detector current in amyunt approx. equal to dark current and photon current present when . . . .
' - [} ’
— B i — — government server at NOAA headquarters. New data were transferred once per under development, building on methods used and lessons learned during Suomi
WWE”W‘“““‘W Test Type:—" w day, off-hours, via an automated cron task on a BATC test data server that initiated NPP test events. JPSS-1 instrument-level environmental testing is scheduled for 2013
Instrumgént and Tes ; FU1 - Pre-TVAC Shift Report(s): iirs FU1 Shift Log 2009 04 07 ?nd.doc . . . .
== e o ———————— an rsync data comparison and push over remote secure shell. Once the data were and 2014. Integrated spacecraft testing will follow in 2015 and 2016.
Tt Log(s): <%34Tt®\ Reference Documents: [C00, 0L et transferred to the government server, they were ingested to CasaNOSA and made
o ~Nmber of Collects, Scans por Collect available to the analyst community for immediate download. A similar strategy is In parallel to these planning activities, all test data previously archived on CasaNOSA
s): 008 Collects; 128 Scans Per Collect . . . . . . .
008 Collocls 128 Scans Py Collect currently employed for OMPS JPSS-1 test data distribution; CasaNOSA has been is being migrated to GRAVITE, the JPSS cal/val support infrastructure system. The
. . . . . . replaced by a GRAVITE system and data transfers occur at higher frequencies. GRAVITE Data and Information Portals will replace the CasaNOSA system in 2013.
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