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GOES-R Operational System Configuration 
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GOES-R Improvements in Earth Observations 

GVAR (GOES VARiable Format) 
 

GOES Rebroadcast (GRB)  

Full Disk Image 
 

30 Minutes 5 Minutes (Mode 4) 
15 min (Mode 3) 

Other Modes Rapid Scan, Super Rapid Scan 3000 km X 5000 km  
(CONUS: 5 minute) 
1000 km X 1000 km 
(Mesoscale: 30 seconds) 

Polarization None Dual Circular Polarized 

Receiver Center Frequency 1685.7 MHz (L-Band) 1686.6 MHz (L-Band) 

Data Rate 2.11 Mbps 31 Mbps 

Antenna Coverage Earth Coverage to 50 Earth Coverage to 50 

Data Sources Imager and Sounder ABI (16 bands), GLM, SEISS, EXIS, 
SUVI, MAG 

Space Weather None ~2 Mbps 

Lightning Data None 0.5 Mbps 
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•  GOES-R provides significant increases in spatial, spectral, and temporal resolution 
of products 

Presenter
Presentation Notes
Fixed typo
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GOES-R Improvements in Solar and Space 
Weather Observations 
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Performance Capability GOES N-P GOES-R
Solar Imaging Solar X-ray Imager Solar UltraViolet Imager

Spectral Range 6 to 60 Å 94 to 304 Å
Wavelength Bands 9 6
Imaging Frequency 60 sec/image 20 sec/image

Solar X-Ray flux (XRS) 2 bands from 0.05 to 0.8 nm Same
Solar Extreme UV flux 
(EUV)

5 bands from 5 to 127 nm Reconstructed full 
spectrum in 5-127 nm 
range from 3 bands and 
model

Magnetometer ±1000 nT with 0.03nT ±1000 nT with 0.016nT 
Space Weather Data Rate ~100 kbps 2 Mbps

Energetic Particles Protons: 0.8 - >500MeV in 7 
log intervals, Alpha particles: 
3.8-400MeV in 6 log intervals, 
Magnetospheric protons: 
80keV-800keV, Electrons: 
30keV-400MeV in 8 channels 

Protons: 30ev - 30keV in 
15 log intervals, 
Magnetospheric protons: 
30 eV-4MeV, Electrons: 
30keV-400MeV in 11 
channels
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GOES-R Instruments and Products 
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Advanced Baseline Imager (ABI) 

1. Aerosol Detection (Including Smoke and Dust) 
2. Aerosol Optical Depth (AOD) 
3. Clear Sky Masks 
4. Cloud and Moisture Imagery (KPP) 
5. Cloud Optical Depth 
6. Cloud Particle Size Distribution 
7. Cloud Top Height 
8. Cloud Top Phase 
9. Cloud Top Pressure 
10. Cloud Top Temperature 
11. Derived Motion Winds 
12. Derived Stability Indices 
13. Downward Shortwave Radiation: Surface 
14. Fire/Hot Spot Characterization 
15. Hurricane Intensity Estimation 
16. Land Surface Temperature (Skin) 
17. Legacy Vertical Moisture Profile 
18. Legacy Vertical Temperature Profile 
19. Radiances 
20. Rainfall Rate/QPE 
21. Reflected Shortwave Radiation: TOA 
22. Sea Surface Temperature (Skin) 
23. Snow Cover 
24. Total Precipitable Water 
25. Volcanic Ash: Detection and Height 

Geostationary Lightning Mapper (GLM) 

1. Lightning Detection: Events, Groups & Flashes 

Space Environment In-Situ Suite (SEISS) 

2. Energetic Heavy Ions 
3. Magnetospheric Electrons  & Protons: Low Energy 
4. Magnetospheric Electrons: Med & High Energy 
5. Magnetospheric Protons: Med & High Energy 
6. Solar and Galactic Protons 

Magnetometer (MAG) 

7. Geomagnetic Field 

Extreme Ultraviolet and X-ray Irradiance Suite 
(EXIS) 

8. Solar Flux: EUV 
9. Solar Flux: X-ray Irradiance 

Solar Ultraviolet Imager (SUVI) 

10. Solar Imagery (X-ray): coronal holes, solar flares, 
coronal mass ejection source regions 

GOES-R PRODUCTS 
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GOES-R Ground Segment Product Generation (PG) 
Design System Drivers 

• The GOES-R PG System has requirements to: 
– Produce L1b and L2+ Products at low latency operationally 

in real time 
• Cloud and Moisture Imagery (KPPs): CONUS and Full Disk – 

50 seconds; Mesoscale – 23 seconds 
– Be modular/plug-and-play: accommodate individual 

algorithm changes, deletion of existing and the addition of 
new algorithms, without the need for recompilation of 
other software modules. 

– Be Scalable and Expandable 
– Maintain a minimum Operational availability of 0.9999, 

averaged over a 30-day period, for those functions 
associated with the distribution of End Products 
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GOES-R Algorithm Development and 
Implementation Approach - Overview 

• L1b algorithms are provided by instrument vendors 
• L2+ algorithms are provided by the Algorithm Working Group 

managed by NOAA STAR 
• Implementation of Algorithms in the ground system (by Harris 

Corporation with support from AER and Carr Astronautics) is 
divided into two phases 
– Science Phase – Implementation of L1b/L2+ Algorithms 

and Algorithm-specific Interfaces 
• Develop Science Software 

– Operationalization Phase – Integration of Science 
Algorithms into PG Infrastructure 

• Optimize the Science Software to run faster to meet Latency 
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2014 AMS Annual Meeting 

The GOES-R Algorithm Migration Process 
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Other Types of Algorithm Implementation 
Models Used in Previous Missions 

• EOSDIS  
– Science Team Principal Investigators developed Algorithm 

Theoretical Basis Documents (ATBD) and software for 
processing. 

– Science Data Processing Toolkit used by software 
developers and scientists as a part of code development at 
their Science Computing Facilities (SCF) and prime 
contractor encapsulated that code in Distributed Active 
Archive Center (DAAC) computing facilities.   

• NPOESS 
– ATBDs and software developed by contractors 
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Lessons Learned – Close Collaboration Among 
Science Community and System Developers 

• Frequent TIMs (weekly/monthly) were conducted to resolve 
issues; to ensure the correct transition of science to  
independently-developed operational software and to 
maintain complete and consistent ground processing 
algorithm descriptions (e.g., ATBDs). 

• AWG participation in algorithm design review helped them to 
have a good understanding of the Product Generation 
Architecture.  

• Verification of product outputs from the Ground System by 
AWG was helpful in identifying and resolving implementation 
issues and build confidence in end products. 
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Presentation Notes
Revised first bullet to highlight the benefits of the interactions in support of program ATBDs.
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Lessons Learned – Algorithms are Sensitive to 
Implementation, Input Sensor Data 

• Algorithms can be very sensitive to how they are implemented – 
floating point precision, sensitivity to look up tables, software 
differences etc.; especially when absolute thresholds are used in 
decision trees 

• Attention to precision sensitivity in operational design ensures 
product integrity 
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In the Volcanic Ash algorithm, input 
difference of 10-5 in brightness 
temperature result in large discontinuities 
for mass loading estimates  

• Small changes in inputs (sensor noise) can 
make large changes in outputs  

• Significant time could be spent in  trying to 
replicate results from different systems 

• Be prepared for multiple algorithm 
updates post launch when real sensor data 
flows through the system 

Presenter
Presentation Notes
Moved slide to follow discussion Lessons Learned.
Added point regarding the integrity of the operational code wrt precision errors
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Lessons Learned – Need for Realistic Test Data 

• All GOES-R instruments are being flown for the first time. 
• Availability of realistic proxy data is critical for system 

verification before launch. 
• Several ABI L2+ algorithms were developed and verified using 

data from MODIS and SEVIRI. 
• To support ABI L1b and L2+ End-to-End testing, generation of 

Full Disk, CONUS, and Mesoscale product data at the ABI 
native resolution on the GOES-R fixed grid projection is 
required. 

• To meet this challenge, a variety of models and  simulators are 
used to generate GOES-R proxy data. 
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Generating ABI Proxy Data 

1. Proxy ABI data is generated from WRF-Chem model forecasts 
using the Community Radiative Transfer Model (CRTM) for all 16 
ABI bands.  

2. Remapped to the ABI Fixed Grid Format, compatible with GOES-R 
Re-Broadcast Level 1b data: 
– Provides a validation system for verification of model-simulated 

ABI radiances and derived products in near-real-time 
http://cimss.ssec.wisc.edu/goes_r/proving-ground/nssl_abi/nssl_wrf_goes.html 
 

3. Proxy Radiance data is input to the ABI Instrument Performance 
Simulator (AIPS) to output raw CCSDS packet stream that 
conforms to the ABI-to-Spacecraft ICD. It includes telemetry 
packets in addition to the detector samples of Earth and 
calibration scenes, star and space-looks collection for INR. 

4. This data set allows testing of L0→L1b→L2+ product processing 
chain. 
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ABI Bands via NWP Simulation (CIMSS AWG 
Proxy Team) 
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Example of ABI L2+ Products Generated From 
Simulated Data Within the Ground Segment 
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ABI Band 2 Reflectance Factor Binary Cloud Mask 

CAPE ABI Band 13 Brightness Temperatures 
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More and More Prelaunch Test Data is Always 
Better!! 

Hand delivery of 
precious cargo!! 
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Simulation of SUVI Data from SEO Atmospheric 
Imaging Assembly 

AIA data from Solar 
Dynamic 
Observatory is a 
good proxy for SUVI 
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Presenter
Presentation Notes
Need slide to introduce simulation approaches for non-ABI products (ie SUVI and GLM)?
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Simulated GLM Data From LIS 

• Blue open circle = AWG Flash 
• Red open circle = AER Flash 
• Green open circle = AWG Group 
• Black star = AER Group 
• Blue dot = AWG Event 
• Red dot = AER Event 

Example of a realistic test case that is confined to a small spatial region. 

• GLM and LIS share similar design 
• 1nm filter at 777.4nm 
• CCD array used to continuously 

image IFOV every 2ms  
•  GLM has 7.7 Mbps downlink data 

rate vs TRMM LIS 8 kbps 

Presenter
Presentation Notes
This picture was generated to demonstrate reproducibility. If this point is not be be discussed a clearer version could be used without the “AER” classifications.
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Use of Synthetic Data For Testing Stressing Cases 
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• Blue open circle = AWG Flash 
• Red open circle = AER Flash 
• Green open circle = AWG Group 
• Black star = AER Group 
• Blue dot = AWG Event 
• Red dot = AER Event 

• A large synthetic dataset that was 
developed to test GLM algorithm 
speed and resiliency. 

515047 Events, 436155 Groups, 127446 
Flashes 
Context Duration = 1468.088 seconds 

• Requirement is process an event rate up to 
20,000/second 

• Data from legacy systems is not always 
suitable for testing operational processing 
loads for future systems. 

• Preparing realistic synthetic data for 
testing is a large effort  
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Simulated Data for SEISS, EXIS and Magnetometer 

Leveraging science data from legacy 
instruments helps in ground processing  
algorithm/system validation 
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Extreme Ultraviolet Variability 
Experiment (EVE) sensor on SDO was 
used to create EUVS proxy data 
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Using Hardware Simulators for User readiness: 
GOES-R GRB Simulator 

• Current GOES direct broadcast users need to upgrade their antennas and ground 
receiving equipment to receive GOES-R Rebroadcast (GRB) data 
– Higher data rate, different frequency 

• GRB simulator enables users to test GOES-R data broadcasts, it simulates the 
generation of Consultative Committee for Space Data Systems (CCSDS) 
formatted GRB output Level 1b data from five GOES-R Instruments (ABI, SUVI, 
EXIS, SEISS, and MAG) and also simulates Level 2 data packets from GLM 
 

• The GRB Simulator simulates GRB outputs  
      based on image and non image test  
      patterns in addition to GOES-R proxy data 

 
• Weather organizations and manufacturers  
     can test receivers in advance to ensure  
     smooth transition from current GVAR to  
     GRB. 
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Lessons Learned – Need for Test Data Injectors 

• Proxy/Simulated test data from the science community 
vendors is typically not in the same format as realdata 
– Lacks headers, metadata 
– Comes in multiple formats HDF, NetCDF, FITS etc 
– May have different spatial/temporal resolution and 

projection than real data 
• Developing data preprocessors and injestors could be a 

significant effort 
– Need to plan adequate resources for this in schedule 
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Summary 

• Close collaboration between the algorithm developers and 
software implementers leads to higher confidence in end 
products. 

• High fidelity test data that closely resembles actual satellite 
data is essential for system verification. 

• Significant amount of time and resources may be needed to 
resolve differences among different implementations of the 
same algorithm. 

• Considerable progress has been made in implementing ABI 
product generation capabilities in the ground segment. 

• Integration of full product generation capabilities is on track. 
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