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ABSTRACT

Synthetic infrared brightness temperatures (BTs) derived from a high-resolution Weather Research and

Forecasting (WRF) model simulation over the contiguous United States are compared with Moderate

Resolution Imaging Spectroradiometer (MODIS) observations to assess the accuracy of the model-simulated

cloud field. A sophisticated forward radiative transfer model (RTM) is used to compute the syntheticMODIS

observations. A detailed comparison of synthetic and real MODIS 11-mm BTs revealed that the model

simulation realistically depicts the spatial characteristics of the observed cloud features. Brightness tem-

perature differences (BTDs) computed for 8.5–11 and 11–12mm indicate that the combined numerical

model–RTM system realistically treats the radiative properties associated with optically thin cirrus clouds.

For instance, much larger 11–12-mm BTDs occurred within thin clouds surrounding optically thicker, me-

soscale cloud features. Although the simulated and observed BTD probability distributions for optically thin

cirrus clouds had a similar range of positive values, the synthetic 11-mmBTs were much colder than observed.

Previous studies have shown that MODIS cloud optical thickness values tend to be too large for thin cirrus

clouds, which contributed to the apparent cold BT bias in the simulated thin cirrus clouds. Errors are sub-

stantially reduced after accounting for the observed optical thickness bias, which indicates that the thin cirrus

clouds are realistically depicted during the model simulation.

1. Introduction

Numerical weather prediction (NWP) models are an

indispensable tool for weather forecasting and long-term

climate predictions. To better characterize the accuracy

of cloudmicrophysical parameterization schemes used by

high-resolution NWPmodels, detailed evaluations of the

model-simulated cloud fields are necessary. Conven-

tional observing systems, such as radiosondes, provide

valuable information about moisture and thermody-

namic variables, but do not contain sufficient resolution

to effectively evaluate the accuracy of high-resolution

NWP model simulations. Satellite measurements, how-

ever, contain much higher spatial resolution with global

coverage that permits a more comprehensive evaluation

of the simulated cloud fields. Many prior studies have

utilized satellite observations to evaluate the perfor-

mance of NWP simulations (e.g., Chaboureau and Pinty

2006; Greenwald et al. 2010; Han et al. 2013; Jankov

et al. 2010; Keil et al. 2003; Lopez et al. 2003; Morcrette

1991; Nam and Quaas 2012; Otkin and Greenwald 2008;

Otkin et al. 2009; Ringer et al. 2003; Satoh et al. 2010;

Sun andRikus 2004; Tselioudis and Jakob 2002; Yu et al.

1996; Zhang et al. 2001).

Substantial increases in computing resources during

the past few years have permitted the temporal and

spatial resolution of NWPmodel simulations to become

more comparable to those of satellite measurements.

Because of these improvements, a major effort within

the Geostationary Operational Environmental Satellite-R

Series (GOES-R) program has been to generate syn-

thetic or ‘‘proxy’’ top-of-the-atmosphere radiance data-

sets for the Advanced Baseline Imager (ABI; Schmit

et al. 2005) using vertical profiles of temperature, water

vapor, and clouds from high-resolution Weather Re-

search and Forecasting (WRF) model simulations.

Synthetic satellite datasets are an attractive option for

satellite algorithm development and demonstration ac-

tivities since they can be configured to represent the
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spectral, spatial, and temporal characteristics of the

satellite sensor. Such datasets are most useful for these

activities if they contain realistic cloud characteristics

(Otkin et al. 2007b), which is contingent upon the nu-

merical model accurately simulating the evolution of the

atmosphere and cloud morphology. Bikos et al. (2012)

discuss the advantages of using synthetic GOES-R ABI

brightness temperature (BT) datasets derived from Na-

tional Severe Storms Laboratory 4-km-resolution WRF

model simulations run daily over the conterminousUnited

States (CONUS) to demonstrate ABI measurement ca-

pabilities and to prepare researchers and forecasters to

utilize the wealth of information that it will provide.

Since Morcrette (1991) first compared synthetic sat-

ellite imagery fromNWPmodels with observed satellite

BTs using a ‘‘model-to-satellite approach,’’ many stud-

ies have utilized satellite BTs to evaluate model per-

formance (Chaboureau and Pinty 2006; Han et al. 2013;

Jankov et al. 2010; Keil et al. 2003; Otkin andGreenwald

2008; Otkin et al. 2009; Ringer et al. 2003; Sun and Rikus

2004). These studies have demonstrated the advantage

of using satellite data and a model-to-satellite approach

to validate numerical model results. The satellite BT im-

agery is useful for weather forecasting because it provides

an integrated perspective of the surface, cloud, water va-

por, and radiation, from the top of the atmosphere. As

NWP and radiative transfer models (RTMs) become

more sophisticated, comprehensive comparisons of ob-

served and synthetic satellite BTs will continue to provide

very relevant information that can be used to identify

model errors and to improve microphysical schemes.

Several recent studies have investigated the accuracy

of model-derived proxy datasets having similar spatial

and temporal resolutions to satellite observations. Otkin

et al. (2009) demonstrated that synthetic Spinning En-

hanced Visible and Infrared Imager (SEVIRI) infrared

BT computed using output from a large-scaleWRFmodel

simulation with 3-km horizontal resolution contained

a realistic cloud field with reasonable errors. Using ob-

servations from the Cloud Profiler Radar on board the

CloudSat polar-orbiting satellite, Greenwald et al. (2010)

showed that the vertical structure of the simulated cloud

fieldwas similar to that observed in severalCloudSat cloud

regimes, including cirrus and low-level cloud, thick cirrus,

midlevel convection, and frontal precipitation.

In this study, the accuracy of the simulated cloud field,

including thin cirrus clouds, contained in a CONUS-

scale simulation with 2-km horizontal resolution is eval-

uated through a comparison of synthetic and observed

BTs from the Moderate Resolution Imaging Spectror-

adiometer (MODIS). MODIS products provide opera-

tional comprehensive information about atmospheric

status, including visible and infrared band radiances, as

well as cloud physical and optical properties (Platnick

et al. 2003). Since thin cirrus clouds modulate solar and

longwave radiation through scattering and absorption

and therefore strongly affect the Earth–atmosphere

system (Chen et al. 2000; Lee et al. 2010), they have been

one of the many interesting topics in the atmospheric

sciences. Prior studies have used satellite observations

to examine cirrus cloud extent in numerical simulations

(Garand and Nadon 1998; Gehlot and Quaas 2012);

however, no study has directly compared differences in

BTs between simulated and observed thin cirrus clouds.

Details about the data and methodology are given in

section 2. Simulated and observed MODIS BTs are

compared in section 3, with a summary given in section 4.

2. Datasets and method

a. WRF simulation

Version 2.2 of theWRFmodel (Skamarock et al. 2005)

was used for this study. WRF is a sophisticated non-

hydrostatic NWP model that includes prognostic equa-

tions for the horizontal and vertical wind components,

various cloud microphysical quantities, and the pertur-

bation geopotential, potential temperature, and surface

pressure of dry air. The simulation was performed at the

National Center for Supercomputing Applications at

the University of Illinois at Urbana–Champaign. It was

initialized at 0000 UTC 4 June 2005 using 18 Global

Data Assimilation System analyses and then run for 30 h

using a triple-nested domain configuration. The massive

simulation required 1TBof physicalmemory and;74 000

CPU hours to complete. The outermost domain covered

most of the GOES-R full-disk viewing area with 6-km

horizontal resolution while the inner domains covered

a smaller CONUS and mesoscale regions with 2- and

0.667-km horizontal resolutions, respectively, and 52

vertical levels. This domain configuration was chosen to

mimic a potential ABI scanning strategy that may be

employed after GOES-R is launched. Subgrid-scale

processes were parameterized using the Thompson et al.

(2008) microphysics scheme, the Eta Model planetary

boundary layer (Mellor and Yamada 1982), and the

Dudhia (1989) shortwave and Rapid Radiative Transfer

Model (Mlawer et al. 1997) longwave radiation schemes.

The Noah land surface model was used to compute

surface heat and moisture fluxes. No cumulus parame-

terization scheme was used. This study solely focuses on

evaluating results from the CONUS domain from 1500

to 2130 UTC on 4 June 2005. This domain was used for

this study because of its relatively high spatial resolution

(2 km) and large geographical extent. Simulated data

are available every 15min during this time period. It

APRIL 2014 LEE ET AL . 1047



should be noted that theWRFmodel version used in this

study was released six years ago and, thus, the parame-

terization schemes have undergone further de-

velopment since then. However, because this simulation

has been provided to numerous GOES-R program sci-

entists for satellite algorithm development and demon-

stration activities (Daniels et al. 2012; Li et al. 2012;

Otkin et al. 2007a; Schmit et al. 2012), its evaluation is

still useful and the age of the model version does not

reduce the validity of the study.

b. Forward Radiative Transfer Model

The University of Wisconsin/Space Science and Engi-

neering Center (UW/SSEC) Fast Solar/IR Radiative

Transfer Model (Greenwald et al. 2008) is used during

this study to produce simulated MODIS infrared BTs. It

is based on the successive-order-of-interaction method-

ology (Heidinger et al. 2006), with inputs such as model-

simulated temperature, water vapor, clouds, surface

emissivity, and climatological ozone. Several steps are

included in theRTMcalculations. TheCompact-OPTRAN

algorithm, available in the Community Radiative Transfer

Model (CRTM;Chen et al. 2012;McMillin et al. 2006), is

used to compute gas optical depths for each model layer

from WRF-simulated outputs. Ice absorption and scat-

tering properties, such as extinction efficiency, single-

scattering albedo, and asymmetry factor, are calculated

based on Baum et al. (2005) for each frozen hydrome-

teor species (e.g., ice, snow, and graupel) simulated by

the Thompson microphysics scheme. A lookup table

based on Lorenz–Mie calculations is used to get ab-

sorption and scattering properties for liquid-phase hy-

drometeors (cloud water and rainwater). Visible cloud

optical thickness (COT) is calculated separately for

frozen and liquid water phase following Heymsfield

et al. (2003) and Han et al. (1995), respectively. Visible

COT is converted into infrared COT through a scaling

by extinction efficiency. Infrared COT is divided by the

cosine of the viewing zenith angle (.0) to consider

changes in absorption and scattering due to pathlength.

Surface emissivity is obtained from the Seemann et al.

(2008) dataset for land surfaces and from CRTM In-

frared Sea Surface Emissivity Model for water surfaces.

c. MODIS data

MODIS is one of the key instruments on the polar-

orbiting Terra and Aqua satellites. MODIS measures

radiances in 36 spectral bands from visible to infrared

with horizontal resolutions of 250m or 500m for visible

and near-infrared bands and 1000m for infrared bands.

MODIS products provide several cloud parameters,

including cloud-top pressure (CTP), visible COT, and

cloud phase. MODIS collection 5 data from Aqua and

Terra orbital tracks over the CONUS model domain

during the simulation period are used for this study.

Aqua passes over CONUS four times during daytime

near 1645, 1815, 1955, and 2130 UTC in ascending mode

and Terra passes over CONUS also four times during

daytime near 1500, 1645, 1815, and 2000 UTC in de-

scending mode on 4 June 2005. Note that MODIS COT

is available only during the daytime because visible re-

flectances are required for its computation. Three

MODIS bands are selected for the comparison of BTs

between the observations and the simulation, including

band 29 (8.5mm), band 31 (11mm), and band 32 (12mm).

To be consistent with the MODIS CTP product, the

CO2 slicing method (Menzel et al. 1983, 2010; Wylie

and Menzel 1999) is used to retrieve the CTP from the

synthetic MODIS BT in spectral bands within the broad

15-mm CO2 absorption region. Since the atmosphere

becomes more opaque owing to CO2 absorption as the

wavelength increases from 13.3 to 15mm, the radiances

measured from these CO2 absorption bands are sensi-

tive to different layers in the atmosphere.MODIS bands

31 and 33–36 near 15mm are used for the CO2 slicing

method. The simulated COT is obtained through the

relationship between observed COT and ice water path

based on Heymsfield et al. (2003), while the MODIS

COT is derived from reflectance lookup tables at

shortwave channels including 0.645, 0.858, 1.24, and

2.13mm.

In this study, thin cirrus cloud from both MODIS

observations and the simulation is defined when the

CTP is less than 440 hPa, and COT is less than 5. Thin

cirrus cloud cases are searched over the whole CONUS

model domain for the simulation and the observations.

While selecting thin cirrus cloud cases, some optically

thin cloud pixels along cloud edges may be neglected in

the MODIS dataset because COT retrievals are only

performed in regions of homogeneous cloud cover

(http://modis-atmos.gsfc.nasa.gov/C005_Changes/C005_

CloudOpticalProperties_ver311.pdf). Since this study

focuses on a general overview of the WRF simulation

over the full model domain (refer to section 3), this issue

has minimal impact on the results. WRF outputs are

selected at 1645, 1815, 2000, and 2130 UTC, corre-

sponding to the Aqua overpasses, and at 1500, 1645,

1815, and 2000 UTC, corresponding to the Terra over-

passes, for the BT comparison on 4 June 2005.

3. Results

a. Case study description

This section provides a comparison of the simulated

and observed large-scale atmospheric conditions that
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occurred during the case study. Figure 1 shows the mean

sea level pressure and 500-hPa geopotential heights and

winds at 1800 UTC on 4 June 2005 over the CONUS. At

this time, a surface low pressure systemwas located near

a strong upper-level jet that extended across the central

United States from northern Texas to the upper Mid-

west. Along and to the east of these features, lifted index

values were less than 268C, with convective available

potential energy (CAPE) values larger than 2500 J kg21

both in the observations and the simulation (not shown),

which indicates that substantial instability was present

within this region. The lifted index is a measure of at-

mospheric stability, with negative (positive) values in-

dicative of unstable (stable) atmospheric conditions.

The lifted index less than 26 denotes very unstable at-

mospheric conditions. CAPE is also an atmospheric

stability index. When CAPE is larger than 2500 J kg21,

the atmosphere is considered to be very unstable.

According to the Storm Prediction Center’s storm da-

tabase, there were over 30 tornado reports in this region.

High sea level pressure areas are located both in the

Pacific Ocean and the Atlantic Ocean and another

elongated low pressure area following the east coast of

the United States. Overall, the WRF simulation re-

alistically depicts the location and intensity of the

surface cyclone and the slight westward tilt of the cor-

responding upper-level disturbance. Areas of higher

surface pressure along the Pacific coast and over the

eastern United States are also well simulated.

b. Brightness temperature comparison

Figure 2 shows composite images of the observed and

simulated MODIS band 31 (11mm) BTs computed for

four consecutive Aqua overpasses at 1645, 1815, 1955,

and 2130 UTC 4 June 2005. Simulated and observed

CTP and COT composites are also shown for the same

FIG. 1.Mean sea level pressure (hPa) from (a)GDAS and (b)WRF simulations, and 500-hPa geopotential height and

wind vectors from (c) GDAS and (d) WRF simulations at 1800 UTC 4 Jun 2005.
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time period. MODIS band 31 is a window channel used

to detect surface and cloud features. Although some dis-

crepancies are apparent in the simulated BT, CTP, and

COT composites, several areas of high-, mid-, and low-

level cloud cover are realistically depicted in the WRF

simulation. For instance, separate regions of upper-level

clouds and deep convection over the north-central United

States and near Florida exhibiting colder BTs (or thicker

COT) closely correspond to the surface low pressure and

upper-level trough region where appropriate conditions

are present for deep cloud formation. Warmer BTs occur

within clear-sky areas and for regions with low-level

cloudiness and optically thin upper-level clouds. Since

Aqua (ascending) and Terra (descending) orbits are

within 3-h time difference, composite images of the ob-

served and simulated Terra MODIS 11-mm BTs contain

similar cloud features (not shown). More clear areas in

TerraMODIS swaths are present, however, over theGulf

of Mexico, southern United States, and northeastern and

northwestern areas in the model domain.

FIG. 2. Composite images of (left) observed and (right) simulated (a),(b) MODIS 11-mm BT (K), (c),(d) CTP (hPa), and (e),(f) visible

COT. Four daytimeAquaMODIS overpasses at 1645, 1815, 1955, and 2130 UTC 4 Jun 2005 and corresponding WRF-simulated fields at

1645, 1815, 2000, and 2130 UTC are included in the composites.
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The simulated and observed probability distributions

for MODIS 11-mm BTs are shown in Fig. 3, computed

using all grid points located within each of theAqua and

Terra MODIS overpass swaths during the simulation

period. The simulated distribution is broadly consistent

with the observations for both Aqua and Terra; how-

ever, some notable differences are present. In Figs. 3a

and 3b, the primary peak near 280K is slightly warmer

and weaker in the simulated dataset primarily because

of more lower-level simulated cloudiness over the Pa-

cific Ocean (Figs. 2a–d). The reduced midlevel cloud

cover within the northwestern portion and the eastern

United States of the domain leads to warmer BTs,

thereby contributing to the development of a secondary

peak near 295K in the simulated dataset overAqua and

Terra orbits in Fig. 3. Meanwhile, over Terra overpass

swaths, MODIS observesmore clear areas thanAqua (not

shown), and thus the observations also show a secondary

peak near 295K in Fig. 3b. A lower occurrence of sim-

ulated BTs. 310K for both Figs. 3a and 3b may be due

to theWRF land surface model underestimating surface

temperatures within the sparse vegetation areas of

Mexico and the southwestern United States (Fig. 2b).

Since the 11-mm channel is used to look at the surface

under clear-sky conditions, the lower occurrence of

simulated 11-mm BTs . 310K relative to the observa-

tions indicates that the WRF simulation did not fully

represent land surface processes in those areas. The

distributions are similarly decreasing for 11-mm BTs ,
250K in Figs. 3a and 3b, indicating that the simulated

and observed cloud fields have a similar proportion of

upper-level clouds. The correlation coefficients between

the observed and simulated 11-mm BT probability dis-

tributions are 0.81 and 0.83 for Aqua and Terra, re-

spectively (Table 1). The probability distributions for

MODIS bands 29 (8.5mm) and 32 (12mm) are similar to

that of MODIS band 31 for each overpass (not shown).

The CTP probability distributions of MODIS obser-

vations in Figs. 3c and 3d contain three peaks located

from 200 to 400, from 600 to 800, and from 800 to

1000 hPa for both theAqua and Terra swaths. TheWRF

simulation represents these three peaks well; however,

the probability distribution values of the simulations are

larger between 200 and 400 hPa and smaller at lower

levels than those of the observations. This is because the

WRF simulation defines much of the observed lower-

level cloud area as is clearly shown in Figs. 2c and 2d,

and therefore, the percentage of the higher-level clouds

becomes relatively larger than that of the lower-level

clouds in the simulation. In Table 1, correlation co-

efficients of BT at three bands are over 0.8 for all-sky

conditions. The correlation coefficients of COT are no-

ticeably lower than for other parameters in Table 1.

Since cirrus detection based on the MODIS measure-

ments has a lower threshold of approximate 0.2–0.3

(Dessler and Yang 2003; Lee et al. 2006), the probability

distribution value of MODIS COT , 1 is very low

compared to that of the simulation, and it causes lower

correlation coefficients between the observed and simu-

lated COT values for both Aqua and Terra.

c. Brightness temperature difference comparison

In this section, the accuracy of the synthetic BT

dataset will be assessed through a comparison of 8.5–11-

and 11–12-mm brightness temperature difference (BTD)

combinations. The BTD technique is used to detect

clouds and to infer cloud-top properties based on differ-

ent radiative properties of cloud particles within each

band (Ackerman et al. 1990; Baum et al. 2000a; Strabala

et al. 1994). Since ice and water particles have distinct

absorption features within these three channels (Strabala

et al. 1994; Baum et al. 2000a), the presence of realistic

BTDs in the simulated dataset will provide additional

evidence that the simulated cloud properties are realistic.

Figure 4 shows composite observed and simulated

8.5–11- and 11–12-mm BTDs for Aqua overpasses over

the CONUS domain. The distribution of the BTDs for

the Terra overpasses is similar to those of Aqua (not

shown). A qualitative comparison of the images shows

that the simulated BTDs realistically represent the ob-

served features. Menzel et al. (2010) and Baum et al.

(2000a) showed that 8.5–11-mm BTDs are typically

positive for ice clouds and negative for water clouds due

to the different absorption features of ice and liquid

cloud particles at 8.5 and 11mm. Clear-sky 8.5–11-mm

BTDs tend to be negative because the surface emissivity

at 8.5mm tends to be lower than that at 11mm and the

atmospheric water vapor absorption is stronger at

8.5mm than at 11mm (Strabala et al. 1994). The corre-

lation coefficients between the observed and simulated

8–11-mmBTDprobability distributions are 0.78 and 0.67

for Aqua and Terra, respectively (Table 1). Greater at-

mospheric water vapor absorption and ice and water

particle absorption at 12mm than at 11mm causes the

11–12-mmBTDs to be positive in most regions (Strabala

et al. 1994). The emissivity of clouds also affects the 11–

12-mm BTDs. Emissivity values increase as COT in-

creases (Platt and Harshvardhan 1988), which reduces

the effect of the atmosphere below cirrus cloud layers,

and therefore the 11–12-mm BTD decreases as COT

increases for cirrus clouds. For example, 11–12-mmBTD

values in thin cirrus cloud areas are positive, dis-

tinguishing them from thick cirrus cloud areas where

BTD values are nearly zero (Figs. 4c,d). The correlation

coefficients between the observed and simulated 11–12-mm

BTD probability distributions for all-sky conditions are
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FIG. 3. Simulated (dashed) and observed (solid) probability (%) distributions computed using all grid points in the

MODIS swaths over the CONUS region on 4 Jun 2005. Shown are (top) 11-mmBT, (middle) cloud-top pressure, and

(bottom) cloud optical thickness for (left) Aqua and (right) Terra.
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0.78 and 0.79 forAqua andTerra, respectively (Table 1),

which are not much degraded compared to those of the

11- and 12-mm BT probability distributions. These cor-

relation coefficients indicate that the combined NWP

and RTM system realistically treats the radiative prop-

erties of clouds and water vapor.

In Figs. 4a and 4b, deep convective clouds and high-

level clouds within the extratropical cyclone over the

north-central United States and along the southeastern

U.S. coast show large positive values of 8.5–11-mmBTD,

whereas lower-level clouds over the eastern United States

and in the eastern Pacific Ocean show slightly negative

BTD values. Clear-sky regions over the western United

States show large negative 8.5–11-mm BTD values since

the surface emissivity at 8.5mm is much lower than at

11mm over this region.

In Figs. 4c and 4d, as mentioned above, due to the

absorption features at 11mm and 12mm, 11–12-mm

BTDs tend to be positive in most regions. Near-zero

BTD values are present in both the observed andmodel-

simulated BTs within the optically thick clouds over the

central United States and western Atlantic Ocean;

whereas larger positive BTD values (.2K) occur within

the optically thin cirrus clouds surrounding these areas

of optically thicker cloud cover. The areas of thin cirrus

clouds correspond to regions of warmer 11-mmBTs (Fig.

2). Some clear areas over the eastern part of United

States also have larger 11–12-mm BTD values due to

more abundant low-level moisture than is found in the

surrounding areas (not shown). Since the simulation has

larger values of 11–12-mm BTD than those of MODIS,

the simulated moisture amount in this area may be

larger than actually occurred. Along the western coast of

the United States, slightly negative values of the MODIS

11–12-mm BTD are not well depicted in the simulation.

FIG. 4. Composite BTD images constructed using observations from four AquaMODIS overpasses (1645, 1815, 1955, and 2130 UTC)

on 4 Jun 2005 and the corresponding simulations. (a) Observed and (b) simulated 8.5–11-mm BTDs, and (c) observed and (d) simulated

11–12-mm BTDs.

TABLE 1. For Aqua and Terra, correlation coefficients between

observed and simulated BT–BTD for different wavelengths and

bands; and for the COT and CTP probability distributions for all-

sky conditions.

8.5mm 11mm 12mm 8.5–11mm 11–12mm COT CTP

Aqua 0.83 0.81 0.83 0.78 0.78 0.38 0.58

Terra 0.86 0.83 0.84 0.67 0.79 0.36 0.63
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In this area, MODIS observations show optically very

thick midlevel (600–700 hPa) clouds, whereas the

simulation shows broadly scattered midlevel clouds

with some low-level clouds. In general, however, these

results indicate that the 8.5–11- and 11–12-mm BTDs

are realistically represented in the simulated satellite

dataset.

d. BT and BTD of thin cirrus cloud

To more closely examine the capability of the WRF

and RT models to properly simulate thin cirrus clouds,

Fig. 5 shows 8.5–11- and 11–12-mm BTD probability

distributions as a function of 11-mm BT for pixels with

CTP, 440 hPa and COT, 5 for Aqua overpasses. The

8.5–11- and 11–12-mmBTD probability distributions for

Terra overpasses are very similar to those forAqua (not

shown). The correlation coefficients of 8.5–11- and 11–

12-mm BTD probability distributions between the ob-

servations and the simulation are 0.81 (0.75) and 0.61

(0.50), respectively, for thin cirrus clouds over Aqua

(Terra) swaths. The correlation coefficients for 8.5–11-mm

(11–12mm) BTD are increased (decreased) from those

of the all-sky conditions (Table 1). Overall, the simu-

lated and observed datasets contain a similar percentage

of grid points with positive 8.5–11- and 11–12-mmBTDs;

however, the lack of BTDs larger than 5K indicates that

some clouds are not well represented in the simulation.

These portions represent a very small fraction of all grid

points; thus, the similar range in BTD values indicates

that most ice clouds and their associated ice-scattering

properties are realistically represented by the micro-

physics scheme and by theRTmodel. Of greater concern,

FIG. 5. Probability (%) distributions of (a) observed and (b) simulated 8.5–11-mm BTDs, and (c) observed and

(d) simulated 11–12-mmBTDs computed using all thin cirrus grid points with a visibleCOT, 5 and aCTP, 440 hPa.

The distributions are plotted as a function of the 11-mmBTs using all data from theAquaMODIS overpasses during

the WRF simulation on 4 Jun 2005.
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however, is the tendency for the optically thin simulated

clouds with 8.5–11- and 11–12-mmBTDs less than 4K to

have a larger proportion in colder 11-mm BT bins

compared to the observations.

CTP is widely distributed over the 11-mm BT range

(not shown) and the correlation coefficients between

CTP and 11-mm BT are less than 0.22 for both observed

and simulated thin cirrus clouds over the Aqua and

Terra swaths. Thus, there should be another factor that

causes the increased number of colder simulated 11-mm

BTs. Since the COT of cirrus clouds typically increases

as the 11-mm BT decreases (Baum et al. 2000b), the

colder simulated 11-mm BT suggests that differences in

the simulated and retrieved COT values may contribute

to the differences in the cirrus cloud BTs. Figure 6 shows

the averaged 11-mmBTs for simulated and observed thin

cirrus clouds computed for 1-unit COT increments from

0 to 5. Large BT errors are present at 11mm, with the

observed BT averaging 16.2 and 15.3K warmer than the

simulated BTs with the standard deviations of 5.5 and

6.7K for Aqua and Terra swaths, respectively. Similar

errors are also present in the 8.5- and 12-mm bands (not

shown). Holz et al. (2011) found that the asymmetry

factors in the visible and near-infrared MODIS bands

used to retrieve COT are overestimated by;30%–40%

in theMODIS collection 5 dataset. This error causes the

MODIS COT retrievals to be overestimated by around

a factor of 2 for thin cirrus clouds when compared with

other sensors such as the Cloud–Aerosol Lidar and

Infrared Pathfinder Satellite Observation (CALIPSO;

Holz et al. 2009, 2011). Because the MODIS COT is too

large for optically thin clouds, this introduces an ap-

parent mismatch in the simulated and observed cirrus

cloud samples for COT , 5. Hence, the MODIS-

observed cloud sample will be dominated by clouds with

a true COT of far less than 5, whereas the simulated

cloud distribution will sample the full range from 0 to 5.

This bias helps explain the large proportion of simulated

clouds with colder 11-mm BTs in Figs. 5b and 5d. Opti-

cally thinner clouds are less opaque to upwelling radia-

tion from warmer layers below the clouds and, therefore,

appear warmer than optically thicker clouds at the same

altitude. Thus, given this bias, it is reasonable to expect

that the observed MODIS 11-mm BTs for optically

thicker cirrus clouds will be comparable to the simulated

BTs for optically thinner cirrus. The shift toward colder

BTs in the synthetic datasets supports this expectation.

Simply adjusting the observation dataset to 2.5 times

smaller COT (red filled circles in Fig. 6) greatly reduces

the magnitude of the BT bias between the simulation

and observations. This is broadly consistent with the

factor of 2 MODIS COT bias discussed in Holz et al.

(2009, 2011); however, the small difference in the ratio

suggests that the simulated clouds may be optically too

thin. The adjustment of the MODIS-observed COT cat-

egory in Fig. 6 includes larger MODIS-observed COT

FIG. 6. Averaged BT at MODIS 11-mm vs averaged visible COT for each visible COT category range (0–1, 1–2, 2–3, 3–4, and 4–5 from

the left) for the observed (solid fill) and the simulated (dashed fill) thin cirrus clouds from all of the MODIS overpasses of (a) Aqua and

(b) Terra on 4 Jun 2005. Vertical and horizontal error bars indicate the standard deviations of BT and COT, respectively. The simple

adjustment (red and blue fill) forMODIS observation is included. The simple adjustment assumes that theMODIS-observed visible COT

is 2.5 times that of the simulation. Red filled circles are for COT categories from 0–1 through 4–5, and blue filled circles are for COT

categories from 5–6 through 9–10. The arrows indicate the rescaling of the MODIS-observed visible COT.
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values (5–10), indicated as blue filled circles. The much

closer correspondence between the observed and sim-

ulated BTs for larger MODIS-observed COT attained

with this simple adjustment suggests that the overesti-

mation of MODIS-observed COT may be valid for a

large range of clouds up to a visible COT value of 10.

To find out the effects of a possible ancillary data bias,

several sensitivity tests are performed including the ad-

dition and subtraction of 2K and 10% for WRF tem-

perature water vapor profiles, respectively, to obtain the

simulated BT and CTP. The bias ranges are based on

previous studies (Lee et al. 2014; Schmit et al. 2008),

which showed that the standard deviation and the root-

mean-square error of the NWP model temperature and

water vapor profiles are around (or below) 2K and 10%,

respectively, in the middle and lower troposphere

compared with radiosonde observations. The sensitivity

tests show that some differences may come from the

errors in ancillary data bias, but the revelation about the

overestimation of MODIS COT retrieved for thin cirrus

clouds is not affected by the ancillary data bias including

the WRF temperature–water vapor profiles (not shown).

Taken together, these results show that the simulated

COT and infrared BT results are realistically depicted

for most optically thin ice clouds if allowance is made for

the high bias in the MODIS COT retrievals.

4. Summary

In this study, simulated BTs computed using cloud,

temperature, and water vapor profiles from a high-

resolution WRF model simulation over the CONUS on

4 June 2005 were compared with real MODIS satellite

observations, with an emphasis on evaluating the accu-

racy of optically thin cirrus clouds. Overall, the location

and magnitude of the simulated 11-mm MODIS BTs

were consistent with the observations when all cloud

types are considered. Compared with observations, the

simulated ice and water cloud features are reasonably

depicted in the 8.5–11- and 11–12-mm BTD fields. The

correlation coefficients between the observed and sim-

ulated 8.5–11- and 11–12-mm BTD probability distri-

butions for thin cirrus clouds are 0.81 (0.75) and 0.61

(0.50), respectively, for Aqua (Terra) swaths. Although

the range of positive BTD values is similar in the ob-

served and simulated distributions for MODIS pixels

with visible COT less than 5, the corresponding simulated

11-mm BTs are generally much colder than the obser-

vations. The mean difference between the simulated and

observed 11-mm BTs (averaged for 1-unit COT in-

crements) is over 15K in magnitude and the standard

deviation is over 5.5K for both Aqua and Terra swaths.

Because the MODIS COT is too large for optically thin

cirrus clouds, the positive COT bias contributes to the

generally warmer observed MODIS BT by erroneously

excluding clouds with slightly higher COTs and colder

infrared BTs from the observed cloud samples. After

accounting for this discrepancy, the apparent cold BT

bias in the synthetic dataset for optically thin cirrus

clouds was greatly reduced. Taken together, these re-

sults indicate that the combinedWRF and RTmodeling

framework is able to realistically simulate cloud prop-

erties, including those for optically thin cirrus clouds.
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