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Abstract

This document is the Algorithm Theoretical Basischment (ATBD) for the Hurricane
Intensity Estimation (HIE) algorithm. It providesdascription and the physical basis for
the estimation of tropical cyclone intensity usinfyared (IR) temperature values
measured by the Advanced Baseline Imager (ABletfidwn on the next generation of
Geostationary Operational Environmental SatelB®ES-R). The HIE has its origins
with the Advanced Dvorak Technique (ADT) algoritiimat is currently utilized
operationally at several tropical cyclone foreaastters worldwide. This document
contains a description of the algorithm, includsugentific aspects and practical
considerations.

1 INTRODUCTION

1.1 Purpose of This Document

The Hurricane Intensity Estimation (HIE) Algorithiiheoretical Basis Document
(ATBD) provides detailed information regarding thfelvanced Dvorak Technique
(ADT), an algorithm that will derive estimates obpical cyclone (TC) intensity using
satellite imagery from the Advanced Baseline Img@dl) flown on the GOES-R series
of NOAA geostationary meteorological satellites. isTlTdocument summarizes the
HIE/ADT algorithm methodology (through version 4d)d usage of the application.

The central purpose of this ATBD is to facilitatevedlopment of operational Product
Generation software for the HIE product which ispiemented within the GOES-R
Ground Segment product generation subsystem.

1.2 Who Should Use This Document

This document should be referenced by users whb wei®perate the ADT, understand
the internal workings of the algorithm, and leaawtto interpret the analysis output.

1.3 Inside Each Section

This document is broken down into the followingimsections.

Algorithm Overview: Describes the development and theory basis BAIDT.
This is covered in Section 2.

Algorithm Usage: Provides a detailed description of the algorithyperation, the
required input files and control parameters, aredglogram output. These are
covered in Sections 3, 4, and 5.



Algorithm Limitations : Discusses the current limitations of the algentAnd
potential paths for future research to improve Ai@T. This is covered in
Section 6.

1.4 Related Documents

The ADT can utilize input and output data files Automated Tropical Cyclone
Forecasting System (ATCF) format. A complete doennrelated to this formatting
style can be found online at the following address:
http://www.nrimry.navy.mil/atcf_web/

1.5 Revision History

Version 0.1 of this document was created by Timo®ignder of the University of
Wisconsin-Madison/Cooperative Institute for Metdogical Satellite Studies (UW-
CIMSS). Version 0.2 was also written by Tim Olande UW-CIMSS after review by
Jaime Daniels of NOAA/STAR. Version 0.3 and 1.0reveompleted after review and
acceptance from AIT for the “Draft Version” documettelivery. The HIE ATBD
Version 1.0, was amended by Tim Olander at UW-CIMS8rder to update the guide
for the “80% Version” document delivery after selesignificant milestones were
achieved with the HIE algorithm, including the Aigbm Version 3 release to AIT, the
Critical Design Review (CDR), and Test Readinesyi®e (TRR). Jaime Daniels
supplied substantial review of ATBD Version 1.0gorio Version 1.1 update, with Chris
Velden (UW-CIMSS) providing a significant review tife updated Version 1.0 and 1.1
documents prior to release. Version 1.4 was medfifeleased to update the HIE ATBD
in order to conform to AIT ATBD format standardsersion 1.5, updated the document
to include new information, update validation sagjiand address questions by Harris
reviewers. This document, Version 2.0, addresdescements from the System
Engineering 80% review and final AIT ATBD reviewiqgnr to the release of the HIE
ATBD (100% delivery) Version 2.0

Version 0.1 Initial CIMSS release March 2008
Version 0.2  Modifications/Jaime Daniels review W2D08
Version 0.3  Moadifications/AIT (Larisa Koval) review June 2008
Version 1.0 AT release (80% delivery) Septent@8
Version 1.1  Update/Chris Velden review May 2009
Version 1.2 AT release/Larisa Koval review Juee
Version 1.3  Modifications/CIMSS review July 2009
Version 1.4  Modifications/Jaime Daniels review eepber 2009
Version 1.5 Modifications/Jaime Daniels review d2010

Version 2.0  Modifications/AIT review (100% delivgrySeptember 2010



2 OBSERVING SYSTEM OVERVIEW

2.1 Products Generated

The ADT algorithm generates real-time tropical oyd (TC) intensity estimates using
infrared window channel satellite imagery. Themnary products generated by the ADT
include the current intensity estimate analysisteirms of wind speed, mean sea level
pressure, and Current Intensity number (Cl#), fthensatellite image being interrogated
as well as additional time-averaged and other teggendent estimate values utilizing
specific rules to limit the growth/decay of theensity estimates over time. Graphical
and textual listings of the historical ADT TC estites can be viewed, saved, and
distributed. It must be noted that the wind spestimate is the only value output by the
HIE algorithm which must meet the F&PS reprodudipilequirements. Table 1 outlines
the specifications for the hurricane intensity praddGOES-R as defined in the latest
version of the GOES-R Ground Segment Project Fonati and Performance

Specification (F&PS)equirements document.

Hurricane Intensity

Specification

Geographic Coverage

Full Disk

Vertical Resolution N/A
Horizontal Resolution 2 km
Mapping Accuracy 1 km

Measurement Range

Dvorak hurricane intensity scale
values of 1.5 — 8 or leading to win
speeds of 12.8 m/s (25 knots) to
87.5 m/s (170 knots)

|

Measurement Accuracy

6.0 m/s over the ocean

Refresh Rate/Coverage | 30 minutes
Time (Mode 3)

Refresh Rate (Mode 4) 30 minutes
VAGL (Mode 3 or 4) 806s

Measurement Precision

8.0 m/s over the ocean

Prod

uct Qualifiers

Temporal Coverage

Day and night

Product Extent

Quantitative out to at least 65
degrees LZA and qualitative beyo

Cloud Cover Conditions

Clear conditions down tddea of
interest associated with threshold
accuracy

Product Statistics

Over hurricane cases

Table 1: Requirements for Hurricane Intensity pridu



2.2 Instrument Characteristics

Table 2 below shows the ABI channels and the cHarsesl by the ADT algorithm. The

performance of the ADT can be sensitive to imagaryfacts or instrument noise.

Calibrated observations are critical because th& A&lies upon measured brightness
temperature measurements to determine the TC ityteestimates. Properly navigated
imagery is also essential, especially if run inampletely automated fashion using
interpolated operational TC forecast positions afirg guess for the storm center
determination schemes. The ABI channel speciboatiare given in the Mission

Requirements Document (MRD) section 3.4.2.1.4.0 and assumed that the ABI

performance will meet these specifications.

Channel Number Wavelength (um) Used in ADT
1 0.47
2 0.64
3 0.86
4 1.38
5 1.61
6 2.26
7 3.9
8 6.15
9 7.0
10 7.4
11 8.5
12 9.7
13 10.35
14 11.2
15 12.3
16 13.3

Table 2: Channel numbers and wavelengths for theahB those used by the ADT.
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3 ALGORITHM DESCRIPTION

The Advanced Dvorak Technique (ADT) algorithm (Qlan and Velden, 2007) is a
computer-based technique, developed at the Uniyersof Wisconsin-
Madison/Cooperative Institute for Meteorologicaltellte Studies (UW/CIMSS), to
objectively determine tropical cyclone (TC) intdgsiusing geostationary satellite
infrared imagery. The ADT can be used to classiféym intensity from storm formation,
through development and maturation, to dissipation.

The ADT is patterned after the Subjective Dvoralh&nced Infrared ‘EIR’ Technique
(SDT) (Dvorak, 1975, 1984) which made use of vasipattern identification schemes
and rules to determine TC intensity. The ADT wagioally developed to closely mimic
the SDT methodology in terms of intensity deterrtioraprotocol and the incorporation
of various rules and analysis methods. Some obtiggnal SDT rules have subsequently
been modified in the ADT as determined by in-depthtistical analysis of ADT
performance during application. In addition, stddcintensity determination modules
within the ADT have adopted regression based methbdther advancing the ADT
beyond the scope of the original SDT procedures capabilities, as well as previous
versions of the ADT; the Objective Dvorak Technid@®DT) (Velden et al., 1998), and
Advanced Objective Dvorak Technique (AODT) (Olandeal., 2004 and 2002) at UW-
CIMSS.

The significant modifications and additions madehte ADT results in an algorithm that
bears little if any resemblance to its forerunnarterms of methodology, functionality,
and content. The primary modifications from prexabjective Dvorak-based methods
include the addition of a history file (containipgevious intensity estimates obtained
during a storm lifecycle), utilization of a time-ighted averaging scheme for the final
intensity, new definitions and determinations oW¥iesnmental cloud-top temperature
values used to determine scene type and intets#yimplementation and adjustment of
SDT rules governing the variability of the integs#stimates, and the modification of the
basic relationships governing the intensity esteaaway from the pattern recognition-
type SDT methodologies towards the use of regredsased equations utilizing
objectively analyzed environmental parameters. s€hghanges have led to more stable
and statistically sound estimates of intensityl®ydbjective ADT scheme

3.1 Algorithm Overview

The ADT algorithm can perform an intensity analysfsany active global TC with an
intensity of Tropical Depression status and a maxmnwind of >25kts. Identification of
storm systems for which to initialize and utilize&2etADT algorithm are determined by
official WMO Tropical Cyclone Forecast Center (TQFRulletins. For each TC, the
ADT algorithm is intended to execute in an automdseshion, through the use of UNIX
shell scripts via an automated command schedulethar similar system setup, over the
entire life cycle of the TC until the TCFC bulledirare discontinued by the issuing

11



forecast center. The processing logic used tormgte an “active TC” is conducted
prior to and external from the actual executiorthef ADT itself, so this process is not
described in this document. It is left to the iempknting organization/group of the ADT
to implement the actual process of determiningaaive TC”. The ADT will assume
that the image being examined contains an activefl¥®@me valid intensity.

The primary advantage the ADT presents to TC fatera is the ability to objectively
determine TC intensity and storm center locatiotheut human subjectivity issues, or
any manual intervention unless specifically regeest Initial TC storm center
positioning is primarily determined via a polynomiaterpolation of a short-term TC
position forecast provided by the responsible TCr@dgdwide. Once determined, the
infrared satellite image is interrogated by a seokalgorithms to search for a potentially
more accurate TC storm center based upon analfyie aloud top temperature field.

Once the TC storm center has been determinedstiné type” is automatically selected
using a series of cloud top temperature statis@icellysis routines. The scene type
governs the subsequent regression schemes to bleyeohgy the ADT to estimate
intensity, and is based on cloud pattern recognitidaving established the scene type,
the current TC intensity estimate is then derivedtiie image being investigated. The
storm intensity estimate is output as maximum sustal-minute surface winds (Kts),
and mean sea level pressure (MSLP) at the cenBa)(lVarious rules governing the
intensity change rate, along with a time-averagiogtine (using previous intensity
estimates stored in an external storm file), argliep during individual stages of the
intensity determination process, and are designdichit/smooth the evolution of the TC
intensity over time. The maximum wind and MSLP esluare determined from an
empirical relationship between the final calculatedrrent intensity” (Cl#) estimate and
the intensity parameters, and is TC basin depend@ntinal minor adjustment to the
MSLP is based upon the current latitude of thenst@€ossin and Velden 2005).

All of the critical parameters utilized in the detenation of the intensity estimate values
within the ADT operation are saved to an exterilaldalled the ADT “History File”.

These values, stored for all previous analysesjsed by the ADT algorithm for various
internal logic procedures as well as in the deteation of specific parameters critical to
the intensity estimation process. They can alsadoessed by an analyst seeking specific
information on past estimates.

3.2 Processing Outline

The top level flowchart describing the ADT processis presented in Figure 1. Many of
the functions displayed in Figure 1 are discussedglieater detail in the various
Mathematical Description discussions in Section23.4

The automated derivation of the ADT intensity esti@s follows the path indicated in
Figure 1 below, with various branches governing -imdensity derivation branches
controlled via input values entered at the starthef algorithm processing. These non-
intensity derivation inputs allow various functiosisch as listing, graphing, or editing the

12



ADT history file (otherwise known as “tailored puozts). The execution of the ADT
will be performed in a completely automated fashimm a scheduled command on the
computer where the ADT is installed and executdtdaut any human interaction.

During the operation of the ADT algorithm, the praxg will need to automatically
determine the correct position of the storm ce(ferction 3.4.2.1). Once this position is
obtained, the derivation of the cloud pattern “scéype” will be performed (Section
3.4.2.2). The derivation of the scene type will turn determine the method for
determining the intensity estimate (Section 3.4.®odthe scene being interrogated. The
derived intensity estimate will then be outputhie user (Section 3.4.3) and saved to the
ADT history file (Section 3.3.2.1).

HIE- Top Level Flowchart

Center
position?

Automated

Read
topography
file /

Figure 1: ADT Top-Level processing flowchart.

To utilize the ADT, the first step involves an ialization to set up the file and directory
structures needed for I/O, storage, and ancillata éiccess. The details of this process
are beyond the scope of this document, but theeteel@ments will be posted in a User’s
Guide. Inputs consist of various keywords and patamentries from a command line
which control the Top Level path to be followeddggn diamonds). These inputs can be
automated via external scripts set up by the usea fully automated system. If an
intensity estimation is to be calculated througfully automated procedure, the ADT
must perform three main tasks; 1. Determine the cE@ter position, 2. Perform an
analysis to select the proper scene type, and [Bul@ge the intensity estimate for the
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selected scene type. These processes are desanilibd following sections. Non-
intensity related tasks can also be automatedrforpe task such as listing of the history
file or producing other output files (e.g. ATCRiligys).

Input and output data requirements (purple trapsgowill be discussed in the final
subsection following the intensity estimate discuss

3.3 Algorithm Input

Filename Format | Originates Contents
User determined ASCII Internal History file (ADT agsis parameters
Variable Binary NOAA Infrared (longwave IR) Sat&dliimage
User determined ASCII Many Tropical cyclone fordcas
Digelev_hires_le.mapBinary NOAA .1° resolution topography flags
Variable ASCII NESDIS Passive Microwave “Eye Scovalue
Variable ASCII Many Knaff/Zehr wind-pressure TC

environment values

Table 3: Input data files for ADT algorithm.

3.3.1 Primary Sensor Data

The ADT currently utilizes longwave infrared windd@pproximately 10.7um central
wavelength channel; band 4 on the current GOESophas) imagery from any of the

operational geostationary satellite platforms,ronf the MODIS instrument on the polar-
orbiting NOAA Aqua or Terra satellites. The imagean be in native satellite projection
or remapped Mercator projection however they musitain proper navigation and
calibration information. For GOES-R, Band 13 (10}8%) data will be supplied to the
HIE from the AIT framework which obtains the dataa uhe Level 1B Processing
System. AIT software library routines will intecia directly with the HIE algorithm to

transfer the necessary satellite data informatmrihe intensity estimation routine as
needed.

It is assumed that the entire storm and TC anahggi®n (TCFOV, defined below) will
be within the field of view of the satellite imadeeing examined, centered at the
automated storm center position, and will also aona limited number of bad scan lines
and pixels per line. Typical temperature rangeastifie IR pixels should be between
approximately -100°C and +30°C. The HIE will cheok bad pixels and lines in the
TCFOV and replace them as necessary with eitheadi@ning (western) pixel values or
adjoining (previous) line values. A bad pixel isfided as a temperature value greater
than or equal to 320°K or less than 150°K. If XGrmre pixels on each line within the
TCFOV are replaced the line is flagged as badlOlbr more bad lines are found in the
TCFOV, the TCFOV is deemed to be too corruptedulse and the HIE algorithm will
end. An error message and flag value (Sectionvalébe output to indicate that this has
occurred.
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The imagery can contain data over ocean and larffdce&s. The TCFOV in the HIE
algorithm for the scene type and intensity derowatioutines is a circle of radius 136km,
so a box of size 136 X 136 contains the TCFOV (a#sg a spatial resolution of 2km in
the infrared window channel with GOES-R ABI datalhe analysis region for the
automated storm centering routines within the Higoathm package a bit larger than
the scene type/intensity analysis domain at 190krs P extra pixels on each side of the
IR data array box. The size of the TCFOV array lortaining the IR data for the
automated storm center determination processingseade type/intensity determination
schemes are dependent upon the line and elemenhtitres of the data in the IR image.
For example, for a 2km image, the line minima/maxeme defined:
Min/Max Line = Center_Line +/- (Analysis_Radiugiel_Resolution) + 5 pixels

If the minimum or maximum lines or elements go beydhe extent of the IR image

being examined, the analysis region will be adpistafted to contain IR image data (not
read off the edge of the image), if possible. &wmmple, if the analysis region extends
20 pixels past the maximum line value of the IR gmdeing examined, the maximum
value will be set to last line value available dne minimum value will be reduced by 20

pixels to accommodate the shift in the analysisoreg If the analysis IR image is too

small to accommodate this shift, an error will beurned and terminate the execution of
the HIE.
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3.3.2 Ancillary Data
3.3.2.1ADT History File

The ADT history file is an ASCII format file contang ADT intensity estimates,
locations, and other specific information for eactage analysis. The ADT algorithm
utilizes records in the history file in the detematiion of the intensity estimate values as
well as the application of various rules utilizedthin the algorithm. This file will be
‘initialized’ the first time the ADT is activatednoa target TC, either automatically (with
the T# intensity value that the ADT determinestfo first image), with a user defined
input T# value for intensity (most likely the T#roesponding to the estimated wind
speed from the TCFC forecast/discussion file, asvehin Section 3.3.2.2), or a default
T# value of 1.0, dependent upon however the progianset up to be executed
automatically. Each analysis stored in the hisfdeywill contain the following values
shown in Table 4:
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[

Value History File Parameter
1 Date (YYYYMMMDD format YYYY=year, MMM= 3-letter nonth ID, DD=day)
2 Time (hhmmss format)
3 Julian day and partial day
4 Raw T# unadjusted
5 Raw T# adjusted by Rule 8 rules
6 Final T# value (3-hour average)
7 Final Cl# value
8 Eye region temperature (°C)
9 Mean cloud region temperaturiC) — movable annulus
10 | Mean cloud region temperaturtC) — set region (old method)
11 | “Coldest-warmest” cloud region temperatut€)
12 Storm center latitude
13 Storm center longitude
14 Eye diameter, CDO size, or shear distance (in km
15 Eye region temperature standard deviation value
16 Cloud region symmetry value
17 Satellite ID value
18 Eye region scene type (original value)
0=Clear Eye, 1=Pinhole Eye, 2=Large Eye, 3=No Eye
19 Cloud region scene type (original value)
0=CDO, 1=Embedded Center, 2=Irregular CDO, 3=€dmand, 4=Shear
20 Eye region scene type
Original value if user override performed, -hd override
21 Cloud region scene type
Original value if user override performed, -hd override
22 Dvorak Weakening (Dvorak EIR Rule 9) flag
0=0ff, 1=0n; 2=0n (initialized at >=T# 6.0
23 Dvorak Constraint Limits (Dvorak EIR Rule 8)dla
0’'s=Shear Scene ,10's=Eye Scenes, 20’s=/Curved/B&O/EmbC/IrrCDO Scene
0=No Constraint, 1=T#4.0 0.5/6hr, 2=6hr rule, 3hilrule, 4=18hr rule, 5=24hr rul
6=None, 7=None, 8=0.2/hr¥{six hours only), 9=0.5/hr
30’'s MW Adjustments : 30=12-hr Interp., 31=Ini}id82=0n, 33=Hold, 34=0ff
24 Latitude bias application flag
0=0ff, 1=Merging, 2=0n
25 Rapid dissipation flag (east pacific only)
0=0ff, 1=0n)
26 Land/ocean flag
1=Over Land, 2=0Over Ocean
27 Eye region FFT value
28 Cloud region FFT value
29 Curved band analysis — BD curve gray scale value
30 Curved band analysis — convection curvature am@ut of 25)
31 Distance from center to “coldest-warmest” terapge value
32 Automated center determination flag
(O=manual, 1=forecast interpolation, 4=spiral, Snbo, 6=extrapolation
33 MSLP latitude bias adjustment value
34 Radius of maximum wind (in km)
35 External passive microwave (PMW) “eye score'ueal
36 Input 34 knot wind/gale radius value (for K/Zateonship; in km)
37 Input environmental pressure value (for K/Z tieteship, in mb)
38 User comment — if available

Table 4: HIE history file parameter values.
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3.3.2.2Tropical Cyclone Forecast Product Formats

The ADT automated storm center location algorithppraximates TC position using

three methods: polynomial interpolation of TCFCefmasts, linear extrapolation of the
history file positions or with an advanced dual Inoetology examining the TC cloud top

spiral features and circular feature (ring) seatigdtussed in Section 3.4.2.1. Ancillary
data, such as the operational forecast productsiled here, will be supplied to the HIE

algorithm via the AIT Framework, which will obtathe data via the Ancillary Data

Relay System (ADRS). Internal HIE software wilttaim and read the input satellite data
served by the AIT framework.

As a first guess, the forecast positions from TCB€cast, with its file name and
directory location passed to the HIE algorithm aigorithm inputs (command line, GUI
values, or environmental variables, depending eniftiplantation of the algorithm), are
read within the HIE algorithm to obtain the currgmbsition using a polynomial
interpolation routine. This interpolation routinees three forecast positions (current, 12
hour, and 24 hour positions) defined in the fore@&sto interpolate the current position
defined by the time of the image being examinddhd image time falls within the time
period defined within the forecast file positiomsés, a valid interpolated forecast
position will be used within the algorithm, othes&ian extrapolation of the previous
history file positions will be used. The five typef acceptable input file formats are:

ATCF Forecast Record file
NHC Discussion/Warning files
(WMO headers: “WTNT4? KNHC” or “WTPZ4? KNHC")
JTWC Tropical Cyclone Warning files
(WMO header: “WTPN3? PGTW")
Other Regional Specialized Meteorological Cente&3NIKC) Formats
0 ICAO format files from:
RSMC Nadi (Fiji): FKPS01-02 NFFN
RSMC New Delhi (India): FKIN20 VIDP
RSMC Tokyo (Japan): FKPQ30-34 RJTD
o Tropical Cyclone Warning Centers (TCFC) Technicall&ins: Australia
TCWC Perth: AXAU01-02 APRF
TCWC Darwin: AXAU01-02 ADRM
TCWC Brisbane: AXAU21 ABRF
0 RSMC La Reunion, MeteoFrance Warning files
(WMO header: WTIO30 FMEE)
Generic Entry file

Depending on where the TC being investigated iatemt; some of the five formats may
not be valid or available (ATCF are typically ordyailable for storms monitored by US
interests (NHC, CPHC) JTWC may not make availahleir ATCF files publically

available and RSMC forecasts may be less reliaidetd transmission issues from their
originating locations. The order above is a genguadeline for accessing the TCFC
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forecast information, but again these can vary déjpg on TC location, method of
accessing the forecast information, and transmmsjothe specific TCFCs listed above.
Examples of each valid forecast file format arevjted below.

3.3.2.2.1ATCF Forecast Record Format

The ADT will skip redundant forecast positions (&ach critical radii report).

AL, 13, 2002092400, 03, OFCL, 0, 127N, 620W, BI06, TS, 34, AAA, 0, O, O, O, 0, O, 60, O, , 0O,BRJ, 275, 16,
AL, 13, 2002092400, 03, OFCL, 3, 127N, 627W, Bl06, TS, 34, NEQ, 90, 30, 50, 90, O, O, 60, O, , O,BRJ, 275, 15,
AL, 13, 2002092400, 03, OFCL, 3, 127N, 627W, BW06, TS, 50, NEQ, 20, O, O, 20, O, O, 60, O, , O,BRJ,275, 15,
AL, 13, 2002092400, 03, OFCL, 12, 138N, 648W, BH®6, TS, 34, NEQ, 100, 30, 50, 100, O, O, 65, 0, , 0O,BRJ, 300, 15,
AL, 13, 2002092400, 03, OFCL, 12, 138N, 648W, B®G6, TS, 50, NEQ, 20, O, 0, 20, O, O, 65, 0O, , 0,BRJ,300, 15,
AL, 13, 2002092400, 03, OFCL, 24, 150N, 671W, BW06, TS, 34, NEQ, 100, 50, 50, 100, O, O, 75, O, , 0O,BRJ, 300, 13,
AL, 13, 2002092400, 03, OFCL, 24, 150N, 671W, BW06, TS, 50, NEQ, 30, 20, 20, 30, O, 0O, 75, 0, , 0,BRJ, 300, 13,
AL, 13, 2002092400, 03, OFCL, 36, 161N, 690W, 106, TS, 34, NEQ, 100, 60, 60, 100, O, O, 85, O, , 0,BRJ, 300, 11,
AL, 13, 2002092400, 03, OFCL, 36, 161N, 690W, IWo6, TS, 50, NEQ, 50, 30, 30, 50, O, O, 85 0O, , 0O,BRJ,300, 11,
AL, 13, 2002092400, 03, OFCL, 36, 161N, 690W, 1W06, TS, 64, NEQ, 30, 20, 20, 30, O, O, 85 0O, , 0O,BRJ,300, 11,
AL, 13, 2002092400, 03, OFCL, 48, 170N, 705W, I®6, TS, 34, NEQ, 120, 80, 80, 120, O, O, 90, O, , 0O,BRJ, 300, 8,
AL, 13, 2002092400, 03, OFCL, 48, 170N, 705W, 16, TS, 50, NEQ, 50, 30, 30, 50, O, 0, 90, O, , O,BRJ, 300, 8,
AL, 13, 2002092400, 03, OFCL, 72, 190N, 730W, 106, TS, 34, NEQ, 100, 60, 60, 100, O, O, 85, 0O, , O,BRJ,310, 8,
AL, 13, 2002092400, 03, OFCL, 72, 190N, 730W, To6, TS, 50, NEQ, 50, 30, 30, 50, O, O, 85 O, , 0,BRJ,310, 8,

19



3.3.2.2.2NHC Discussion/Warning Record Format

These files can be obtained easily from variousrivdt sources. The WMO header will
change for each active storm (up to five activerssoat a time) and each basin covered
by the NHC and/or CPHC (Atlantic, East and Ceratific).

WTNT42 KNHC 281454 2005240 1454

TCDAT2

HURRICANE KATRINA DISCUSSION NUMBER 23

NWS TPC/NATIONAL HURRICANE CENTER MIAMI FL

11 AM EDT SUN AUG 28 2005

THE AIR FORCE HURRICANE HUNTERS JUST MEASURED A 188 FLIGHT LEVEL
WIND IN THE NORTHEAST EYEWALL...WHICH REQUIRES AN BDITIONAL UPWARD
ADJUSTMENT OF THE CURRENT INTENSITY TO 150 KT. AROP IN THE EYE

GAVE A CENTRAL PRESSURE OF 907 MB. KATRINA IS COMIRABLE IN

INTENSITY TO HURRICANE CAMILLE OF 1969...O0NLY LARGR. GPS

DROPSONDE DATA FROM THE NOAA G-IV MISSION EARLIER®DAY SHOWED
KATRINA'S INTENSE CYCLONIC CIRCULATION EXTENDING THROUGH THE 200 MB
LEVEL...WITH THE FLOW SPIRALING ANTICYLONICALLY OUTWARD IN A
WELL-DEVELOPED UPPER-LEVEL OUTFLOW PATTERN BEYOND £OUPLE HUNDRED
N Ml FROM THE CENTER. FLUCTUATIONS IN STRENGTH..IIE TO INTERNAL
STRUCTURAL CHANGES...ARE LIKELY PRIOR TO LANDFALL.HURRICANES
RARELY SUSTAIN SUCH EXTREME WINDS FOR MUCH TIME. BWEVER WE SEE
NO OBVIOUS LARGE-SCALE EFFECTS TO CAUSE A SUBSTANILI WEAKENING THE
SYSTEM...AND IT IS EXPECTED THAT THE HURRICANE WILIBE OF CATEGORY

4 OR 5 INTENSITY WHEN IT REACHES THE COAST.

THERE IS NO CHANGE TO THE TRACK FORECAST. KATRINS8HOULD GRADUALLY
TURN TOWARD THE NORTH...INTO A WEAKNESS IN THE SUBROPICAL RIDGE
ASSOCIATED WITH A LARGE MID-LATITUDE CYCLONE OVER HE NORTHERN
UNITED STATES AND SOUTHERN CANADA. THE OFFICIAL FRECAST TRACK IS
ABOUT IN THE MIDDLE OF THE DYNAMICAL GUIDANCE MODELS...WHICH ARE
RATHER TIGHTLY CLUSTERED. RECALLING THAT THE AVER/&AE NHC 24-HOUR
TRACK FORECAST ERROR IS ABOUT 80 N MI...THE ACTUALANDFALL POINT
COULD STILL BE ANYWHERE FROM SOUTHEASTERN LOUISIANAO THE
MISSISSIPPI COAST. ALSO...WE MUST CONTINUE TO STBE& THAT THE
HURRICANE IS NOT JUST A POINT ON THE MAP...BECAUSEESTRUCTIVE
WINDS...TORRENTIAL RAINS...STORM SURGE...AND DANGEBRUS WAVES EXTEND
WELL AWAY FROM THE EYE. IT IS IMPOSSIBLE TO SPECHFWHICH COUNTY

OR PARISH WILL EXPERIENCE THE WORST WEATHER.

THIS ADVISORY SHOWS AN ADDITIONAL EXPANSION OF THBVIND FIELD OVER
THE EASTERN SEMICIRCLE BASED ON AIRCRAFT AND SURFACOBSERVATIONS.
HURRICANE FORCE WINDS ARE FORECAST TO SPREAD AT LBA 150 N Ml
INLAND ALONG THE PATH OF KATRINA. CONSULT INLAND WARNINGS ISSUED
BY NATIONAL WEATHER SERVICE FORECAST OFFICES.

FORECAST POSITIONS AND MAX WINDS

INITIAL ~ 28/1500Z 26.0N 88.1W 150 KT

12HR VT  29/0000Z 27.2N 88.9W 145 KT

24HR VT  29/1200Z 29.1N 89.6W 140 KT

36HR VT  30/0000Z 31.4N 89.5W 85 KT...INLAN

48HR VT  30/1200Z 34.5N 88.5W 45 KT...INLAN

72HR VT  31/1200Z 40.0N 84.0W 30 KT...INLAN

96HR VT  01/1200Z 45.0N 77.0W 25 KT...EXTRROPICAL
120HR VT  02/1200Z 52.0N 69.0W 25 KT...EXTRROPICAL
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3.3.2.2.3JTWC Tropical Cyclone Warning Record Format

As with NHC Bulletins, these forecasts can be igaghtained from the internet, and will
have a separate WMO header for each storm and leasin covered by the Joint
Typhoon Warning Center.

WTPN32 PGTW 291500 2004242 1417
MSGID/GENADMIN/NAVPACMETOCCEN PEARL HARBOR HI/[JTW@/
SUBJ/TROPICAL CYCLONE WARNING//
RMKS/
1. TYPHOON 19W (CHABA) WARNING NR 044
02 ACTIVE TROPICAL CYCLONES IN NORTHWESTPAC
MAX SUSTAINED WINDS BASED ON ONE-MINUTE AVERAGE
WARNING POSITION:
29120074 --- NEAR 29.4N5 130.0E4
MOVEMENT PAST SIX HOURS - 325 DEGREES AT 07 8T
POSITION ACCURATE TO WITHIN 040 NM
POSITION BASED ON CENTER LOCATED BY A COMBINADN OF
SATELLITE AND RADAR
PRESENT WIND DISTRIBUTION:
MAX SUSTAINED WINDS - 095 KT, GUSTS 115 KT
RADIUS OF 064 KT WINDS - 050 NM NORTHEAST QUADRMY
050 NM SOUTHEAST QUADRA
050 NM SOUTHWEST QUADRA
050 NM NORTHWEST QUADRA
RADIUS OF 050 KT WINDS - 080 NM NORTHEAST QUADRMY
080 NM SOUTHEAST QUADRA
080 NM SOUTHWEST QUADRA
080 NM NORTHWEST QUADRA
RADIUS OF 034 KT WINDS - 200 NM NORTHEAST QUADRM
OVER WATER
180 NM SOUTHEAST QUADRA
180 NM SOUTHWEST QUADRA
180 NM NORTHWEST QUADRA
REPEAT POSIT: 29.4N5 130.0E4
FORECASTS:
12 HRS, VALID AT:
30000023 --- 31.6NO 130.3E7
MAX SUSTAINED WINDS - 080 KT, GUSTS 100 KT
RADIUS OF 064 KT WINDS - 050 NM OVER WATER
RADIUS OF 050 KT WINDS - 080 NM OVER WATER
RADIUS OF 034 KT WINDS - 200 NM NORTHEAST QUADR
OVER WATER
180 NM SOUTHEAST QUADRA
OVER WATER
180 NM SOUTHWEST QUADRA
170 NM NORTHWEST QUADRA
OVER WATER
VECTOR TO 24 HR POSIT: 030 DEG/ 19 KTS

24 HRS, VALID AT:

30120026 --- 34.9N6 132.7E3

MAX SUSTAINED WINDS - 060 KT, GUSTS 075 KT
REMARKS:
29150027 POSITION NEAR 30.0N3 130.1E5.
TYPHOON (TY) 19W (CHABA), LOCATED APPROXIMATELY 213NM SOUTH
OF SASEBO, JAPAN, HAS TRACKED NORTHWESTWARD AT OMNOTS OVER
THE PAST 06 HOURS. THE WARNING POSITION IS BASED (219113026
ENHANCED IR SATELLITE IMAGERY.
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3.3.2.2.4RMSC Record Formats

The WMO RSMC sites produce forecast products iresd\formats for an individual
storm. The HIE algorithm can read most of thesen&ts; however, subtle differences
between site formats may lead to errors. If omedast format fails, another format may
be available from the RSMC providing the foreca¥he formats listed below are the
suggested forecast product formats to use foriffereht RSMC sites.

ICAO Format Unfortunately the ICAO format is not uniform assoall RMSC
forecast centers. The ADT, however, attempts to@at for the current differences and
should successfully read all ICAO format forecastiess they change.

FKPS01 NFFN 060300 2008037 0307
TC ADVISORY

DTG: 20080206/0300Z

TCAC: DARWIN

TC: GENE

NR: 35

PSN: 52854 W17748

MOV: ESE 15KT

C: 972HPA

MAX WIND:  65KT

FCST PSN +12HR: 11/1200 S3042 W17418
FCST MAX WIND +12HR: 55KT

FCST PSN +18HR: 12/0000 S3118 W17230
FCST MAX WIND +18HR: 50KT

FCST PSN +24HR: 12/1200 S3200 W17030
FCST MAX WIND +24HR: 45KT

NXT MSG: 20080206/0800Z

Australian TCFC Format This warning format is produced by the Australian
TCFCs and is utilized over the ICAO format duelte inclusion of the Identifier tag in
the forecast body, allowing for greater ease iromated processing for obtaining and
parsing the product information.

AXAUO1 APRF 260705

IDW27600

TROPICAL CYCLONE TECHNICAL BULLETIN: AUSTRALIA - WESTERN REGION
Issued by PERTH TROPICAL CYCLONE WARNING CENTRE
at: 0704 UTC 26/01/2009

Name: Tropical Cyclone Dominic

Identifier: 12U

Data At: 0600 UTC

Latitude: 20.1S

Longitude: 115.6E

Location Accuracy: within 25 nm [46 km]

Movement Towards: south southwest [207 deg]

Speed of Movement: 8 knots [15 km/h]

Maximum 10-Minute Wind: 45 knots [85 km/h]
Maximum 3-Second Wind Gust: 65 knots [120 km/h]
Central Pressure: 987 hPa

Radius of 34-knot winds NE quadrant: 60 nm [110 km]
Radius of 34-knot winds SE quadrant: 60 nm [110 km]
Radius of 34-knot winds SW quadrant: 60 nm [110 km]
Radius of 34-knot winds NW quadrant: 60 nm [110 km]
Radius of 48-knot winds NE quadrant:

Radius of 48-knot winds SE quadrant:

Radius of 48-knot winds SW quadrant:

Radius of 48-knot winds NW quadrant:

Radius of 64-knot winds:
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Radius of Maximum Winds:

Dvorak Intensity Code: T3.0/3.0/D1.0/24HRS

Pressure of outermost isobar: 1002 hPa

Radius of outermost closed isobar: 75 nm [140 km]
Storm Depth: Deep

FORECAST DATA

Date/Time :Location :Loc. Accuracy: Max WindCentral Pressure
[UTC] :degrees : nm [km]: knots[kh hPa
+12:26/1800: 21.4S 115.3E: 055 [100]: 05050 982
+24:27/0600: 22.8S 115.6E: 085 [155]: 03650 996
+36: 27/1800: 24.2S 116.4E: 120 [220]: 02850 999
+48: 28/0600: 25.4S 117.6E: 160 [295]: 02850 998
+60: 28/1800: 26.7S 118.6E: 210 [390]: 023501000
+72:29/0600: 28.2S 119.7E: 250 [465]: 02@5]01000
REMARKS:

TC Dominic was named at 03Z.

WTIO30 FMEE FormatThis format is primarily used from the MeteoFrarsite
at La Reunion Island in the Southern Indian Ocean.

WTIO30 FMEE 071800 2008038 1802

RSMC / TROPICAL CYCLONE CENTRE / LA REUNION

TROPICAL CYCLONE FORECAST WARNING (SOUTH-WEST INDM OCEAN)
0.A WARNING NUMBER : 15/10/20072008

1.AVERY INTENSE TROPICAL CYCLONE 10 (HONDO)

2.A POSITION 2008/02/05 AT 1800 UTC :

15.0S / 82.9E

(FIFTEEN DECIMAL ZERO DEGREES SOUTH AND EIGHTY TWOECIMAL NINE DEGREES
EAST)

3.A DVORAK ANALYSIS ©6.5/7.0 /D Q/18 H

4.A CENTRAL PRESSURE - 906 HPA

5.A MAX AVERAGE WIND SPEED (10 MN) : 120 KT

6.A EXTENSION OF WINDS BY QUADRANTS (KM):

30 KT NE: 160 SE:160 SO:260 NO:200

50 KT NE: 060 SE:040 SO:080 NO:080

7.AFIRST CLOSED ISOBARE (PRESSURE / AVERAGE DIAM)004 HPA / 800 KM

8.A VERTICAL EXTENSION OF CYCLONE CIRCULATION: DEEP

1.B FORECASTS:

12H: 2008/02/06 06 UTC: 15.3S/83.3E, MAX WIND=110KINTENSE TROP. CYCL..

24H: 2008/02/06 18 UTC: 15.6S/83.7E, MAX WIND=100KINTENSE TROP. CYCL..

36H: 2008/02/07 06 UTC: 16.4S/84.6E, MAX WIND=090KINTENSE TROP. CYCL..

48H: 2008/02/07 18 UTC: 17.6S/85.5E, MAX WIND=080KTROPICAL CYCLONE.

60H: 2008/02/08 06 UTC: 18.95/86.2E, MAX WIND=060KSEVERE TROP. STORM.

72H: 2008/02/08 18 UTC: 20.1S/86.4E, MAX WIND=050KSEVERE TROP. STORM.

2.B OTHER INFORMATIONS:

T=6.5+, CI=7.0

HONDO SHOWS AN ANNULAR PATTERN (YET SLIGHTLY ERODEDN THE SOUTHEASTERN
PART) . THE ENVIRONMENT IS FAVORABLE ; LOW LEVELSNFLOWS ARE WELL
ESTABLISHED, WINDSHEAR IS WEAK AND UPPER LEVEL DIVRGENCE RATHER GOOD.
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3.3.2.2.5Generic Format

Each line in the Generic Entry file contains eittiex initial/current position of the storm
or a forecast position at 12-hours or 24-hours,iarfidrmatted as follows:

dd mm yyyy tttt aa.a bbb.b

parameter value format

dd date two digit integer

mm month two digit integer

yyyy year four digit integer

tttt UTC time HHMM format : HH-hour MM-minute
aa.a latitude floating point (+/- : north/sguth
bbb.b longitude floating point (+/- : west/east)

An example file for Hurricane Floyd using the 12p&enber 1999/03:00UTC forecast
product:

12 09 1999 0300 22.7 64.5
12 09 1999 1200 22.9 66.0
13 09 1999 0000 23.2 68.3

The first line contains the “initial” position, vhitthe second and third lines containing the
12-hour and 24-hour forecast positions. Use ajradast file older than 24 hours from
the initial time of the forecast file will result ia failure with the forecast interpolation
routine since the image being examined will faltstde of the time range being read by
the HIE algorithm (which only uses the initial paomn/time, the 12 hour forecast
position, and the 24 hour position). If the tinfetlte image being examined by the HIE
falls within the current and 24 hour times definedhe forecast file being used, a valid
forecast position will be determined. In additidrthe time of the image being examined
falls before the initial time within the forecastef(as can happen if the TCFC releases
the forecast file prior to the initial time withthe forecast file), the interpolation routine
will also fail since the time being interpolated fals outside of the three positions
defined in the forecast file. A failure to properhterpolate the forecast position will
result in an extrapolation of the history file (ifilized, as described in Section 3.4.2.1), or
termination of the ADT algorithm if an extrapolaticannot be performed.
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3.3.2.3Topography File Format

TC land interaction will be determined utilizingethigh-resolution digital elevation map
digilev_hires_le.map provided in the HIE packagihe current file supplied with the
HIE package uses an 8-km surface elevation mamteddrom the GEOCAT library,
which was originally derived from the USGS GTOPQRQaset available on the USGS
website at:

http://edcdaac.usgs.gov/gtopo30/gtopo30.html.

The algorithm used to read this topography file wagplied by AIT programmers and
converted from FORTRANO9O to C for insertion int@ tHIE algorithm.

To determine if a storm is over land, the followilogic is utilized. If a 10 X 10 pixel
grid box, centered at the current storm locatiavgspsses 85% or more (85 out of 100
pixels) of its area as a land feature, the land flall be triggered. If the land flag is
triggered, no intensity estimate will be producethe history file will still include an
entry for any intensity estimate attempted whileroland. Typically the automated HIE
will continue to attempt intensity estimates whife storm is over land until either the
official TCFC forecasts are discontinued or the fEEmerges over open ocean again and
has not dissipated while over the land surfacee ddte and time(s), latitude, longitude,
land flag, internal HIE satellite 1D, and automatsshtering method values will contain
their assigned values, however the values for ttensity estimates and the remaining
parameters will be assigned a “missing value”. vdlues will contain zero for their
missing values except the four temperature val@8<%0), the radius of maximum wind
value (-99.5), and microwave eye score value (399.8alculation of both Final T#
values and the CI# value will exclude all “over darentries once the storm resumes
movement over open water (non-land grid points$)is Assumed that the entire 10 X 10
grid box will fall within the image being examinéals defined in Section 3.3.1).

3.3.2.4Passive Microwave Eye Score File

The external passive microwave “eye score” algorjtidescribed in Section 3.4.2.12,
will provide the ancillary date, time, and scordueafor the HIE when available. This
information is currently scheduled to be derived anpplied by NOAA/NESDIS/SAB
for the HIE algorithm via the AIT Framework, whichill obtain the data via the
Ancillary Data Relay System (ADRS). Internal HéBftware will obtain and read the
input satellite data served by the AIT frameworkhe score value should be a floating
point value, while the date and time formats shdagddconsistent with the corresponding
data value (Value 1 and 2) formats in the ADT higfde, described in Section 3.3.2.1.

3.3.2.5Knaff/Zehr Wind-Pressure Relationship Parameters

A new relationship between the TC wind and MSLRugalhas been implemented into
the ADT using the methodology outlined in Knaff adghr, 2007. This technique
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utilizes several environmental TC parameters tovednthe T# value obtained by the
ADT to wind speed (using the relationship showitable 6) to an estimate of MSLP.

The environmental parameters needed by the ADTaloulate the MSLP estimate are
the environmental MSLP and the gale radius (thdr8st wind radius) of the TC being
examined. The environmental MSLP value can be iobda by determining the
outermost closed isobar and adding 2 hPa, whilegdle radius can be derived by
averaging all available quadrant 34 knot wind raditimate values. These values are
obtained from the ATCF Best Track/Objective Aid/\WiRRadii format files using the
observational comprehensive archive (CARQ) recaldies. The ATCF homepage is
provided in Section 1.4. The environmental MSL§V/Iglosed isobar value is the
“RADP” value, while the 34 knot radii values (valo&34 in the RAD column) will be
stored in the RAD1 through RAD4 values.
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3.4 Theoretical Description

3.4.1 Physics of the Problem

The HIE algorithm is based upon the simple prentieg various cloud patterns and
cloud top temperatures values/fields are relatettheéocurrent tropical cyclone intensity.
Tropical cloud regions that are less organized ggssgsolated and short-lived convective
regions. As these regions become more organiked;dnvection becomes stronger and
more widespread. The released latent heat fromdheection supplies further energy to
the convective region to increase the duration w@gdr of the convection, leading to
stronger wind speeds as the pressure within thanaripg tropical system decreases
related to the surrounding environmental pressuree process continues to feed upon
itself, with stronger convection releasing greaerounts of latent heat and a further
reduction in the storm central pressure, whichaased the geostrophic and ageostrophic
wind speed wind around the storm.

As the convection continues to organize and infertbie satellite-observed cloud top
temperature values decrease as the tops of thesstelach higher into the troposphere.
Further increase in storm organization enhanced ¢hsecondary circulation, leading to
a more symmetrical convective appearance and thelajament of an eye feature at the
center of the storm system. Various environmefdators, such as wind shear, sea
surface temperature changes, and land/weather nsysteeractions will limit the
maximum intensity of the storm and/or lead to aréase in the storm intensity through a
disruption the convective processes driving thenstdevelopment.

Monitoring the changes in convective cloud patteand cloud-top temperature values
from satellite platforms over time can provide Vitaormation about the organization

and strength of the storm being observed. Reldtiege patterns and values to storm
intensity is the objective of the HIE. Utilizatiaf infrared imagery from geostationary

satellites provides the ideal data to perform finction.

3.4.2 Mathematical Description

The designation of the current image scene tymedérnivation of the hurricane intensity
estimates, and the determination of the automat@anscenter position estimate all
involve complex mathematical processes. Theseepsas will be discussed in the
following sections.

3.4.2.1Automated Storm Center Determination

The ADT automated storm center determination procgsizes an interpolation of an
official TCFC short-term track forecast as a figstess for the storm center position.
Official forecasts can be obtained from various M/oKeteorological Organization
(WMO) sanctioned Regional Specialized MeteoroldgiCanter (RSMC), such as the
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NOAA National Hurricane Center (NHC) for the AtlantOcean, Caribbean Sea, and
Eastern Pacific Ocean and the Central Pacific idane Center (CPHC) for the Central
Pacific Ocean (to dateline). A list and exampléalbRSMC valid forecast products is
provided in Section 3.3.2.2. Forecasts are tyfyigabvided from NHC and CPHC every
six hours for active TCs at or above Tropical Depien classification. These forecast
positions are given every 12 hours, and the ADTatly uses the initial position and the
first 12-hour forecast point for its interpolatealwes to the current analysis time.

The ADT will interpolate the provided TC positioarécast to the current satellite image
time using a polynomial interpolation of the stofarecast positions. If the forecast
interpolation fails for any reason, a linear extdagion of storm positions from the

previous 12 hours (stored in the history file) ttempted. Once a valid interpolated
forecast or extrapolated history file position Istaned, the Final T# intensity estimate
(explained later in the document) of the record edmately preceding the current
analysis time in the history file is found. If shivalue is less than 3.5, the
interpolated/extrapolated point is used as thd &ntomated storm position. However, if
this value is greater or equal to 3.5, a thorougalysis of the image is conducted to
determine if a potentially better storm center taoacan be employed.

Two techniques are used in the auto-centering seh@vimmers and Velden, 2004).
These methods are quite computationally intensigeraay take a significant amount of
time to complete, since the routines require thellga image being investigated to be
remapped into a rectilinear projection before pedeg. The computation issue has
been somewhat alleviated with the introductionefesal mathematical shortcuts within
the routine and with the implementation of the Hil§orithm on more state-of-the-art
computers possessing greater computational pow&oth processes are always
performed during the auto-centering process.

The remapping to rectilinear projection proces®imes transforming satellite data, most
likely in the original satellite projection (but tould be in any other non-linearly
displayed projection such as Mercator), into a gmeut with equal spacing between the
different grid points in both latitude and longiutbcations. In order to do this, each
point on the rectilinear projected grid must beipblated from the original data points in
the satellite image being analyzed. In orderpeesl up this process, a spline-fitting
routine can be used to estimate certain valuesadsdf interpolating each point directly
from the satellite data. This process involvegdly interpolating only a set number of
points in the rectilinear projected grid (definedhin the program) and then it will fit a

cubic spline between the interpolated points tonmege the values between the
interpolated points. The HIE will directly interfate every third point on the rectilinear
grid and then fit the two remaining points betwesach grid point (in the x and y

direction). This process can drastically speedthe performance of the remapping
process but will result in a remapped file thavésy similar to the one that would be
produced by a direct interpolation of each poifithe routines that perform the cubic
spline interpolation process were originally praddby Dave Santek of the Space
Science and Engineering Center in Madison, WI, wete converted from the original

FORTRAN code to C for the HIE algorithm.
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The first technique, the Spiral Centering (SC) iyt determines a center point in the
image where there is a maximum alignment betweenirttage cloud top temperature
gradient and the 5-degree log spiral vector emagdtom the center point within each
different analysis region (at different points viiitithe remapped rectilinear grid, as
described below). The equation for the 5-de9rgestﬂral is:
R()=A*e®")
R( ) = radial distance from origin (center point of 8Qalysis regions)
A = starting position distance of spiral from origi
B = angle between spiral tangent and radial lingoat (R, ) (5° in this case)
= angle from the x-axis

The log spiral must be converted to Cartesian dgoates in order to determine the vector
at each point within the cloud top temperature §attl. If the origin of the analysis grid
is center location located at (0,0), any pointtmalbg spiral can be defined as:

X( )=R()*cos()

Y( )=R()*sin( )

In the northern hemisphere, the X axis would ineeepositive moving east and the Y
axis would increase positive moving north. In seeithern hemisphere, the X axis would
be the same, but the Y axis would increase positigging south. This will assure the
log spiral will spiral outwards in the correct dition for each hemisphere to match the
cyclonic curvature of the storm rotation.

This analysis is a two step procedure consistinyvofanalysis processes. The size and
resolution of the different analysis grids are leadkd within the HIE algorithm, with a
fine-resolution analysis grid embedded within arsetresolution grid. The first step is a
“course-resolution” analysis, where the temperatgradient and log spiral analysis
vectors are calculated at individual grid pointse(brigin point R() in the log spiral
equation) within a 1.75°-radius circular analysgion at a “course” resolution of 0.2°.
Once an intermediate maximum alignment center jposis determined using the cross-
product analysis, a second “fine resolution” analys performed in a rectangular region
surrounding the initial center position at a 0.fih€ scale” resolution to find the final
spiral center determined position.

The resolutions of the course and fine scale aisaty&gls were chosen in order to try and
optimize the computation time of the SC routinesuer the ability of the routine to
capture the rotational features of the image bergmined. Since the routine is
processing the image over an image of size N x &hah point within the analysis region
at different analysis resolutions, any increaseamalysis resolution will result in an
increase in processing for each pixel on the ooflé&’. As computing power improves,
an increase of the analysis resolutions can beidemesl (to eventually match the
resolutions of the imagery being investigated), butrently the values utilized are
optimized to allow for efficient and accurate prssiag.
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The alignment is calculated by summing the crosshpects of the image temperature
gradient vector with an overlaid spiral unit vectetd (Figure 2). The equation for the
cross product is:

ax b=a**sin *n

where:
a and b = magnitudes of vectaandb
= smaller angle between vectarandb
n = unit vector perpendicular to the plane contgniactorsa andb

As can be seen, the cross product value betwedprtigerature gradient vector and the
spiral vector will be maximized where the anglen®sn the vectors is 90°. The vectors
a andb can be defined as either the temperature gradrghe spiral vector field, but for

this discussiona is assigned to the temperature gradient vectobasdhe spiral vector.

The initial SC analysis field normally takes shasea “bull’'s eye” pattern around the
TC's center of rotation. An additional “distancengalty function” field (a weak “bull’s
eye” pattern centered on the first guess forecasitipn) is added to the initial spiral
center analysis field to guide the storm centeemeination process away from the edges
of the spiral center analysis region. The finahlfanced” spiral analysis field results.
This approach has the advantage of using the catigrosf the whole image instead of
just the orientation of the spiral bands. Alsoulsing only the curvature of the image, the
algorithm is not drawn to high-temperature “moatsit rather uses their curved shape as
a guide to the optimal center. The technique cjoselmics the method used by
experienced meteorologists to determine a centeotafion because it naturally assigns
appropriate weights to the rotation-induced gradier all sizes. However, the algorithm
can be quite sensitive to the effects of uppertlsiiear in IR imagery, leading to center
estimates driven by patterns in the asymmetriasiolouds rather than low-level clouds
defining the center.
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Figure 2: Example of a 8egree log spiral field vector field. Black linepresent twi
spirals emanatinffom test center point (white dot). Arrows reprgsesctor of loc

spiral at various points in analysis reg

Further calculation beyond the method is needed to resolve the exact cente
rotation in stormsvhich posses a well-defined eye (if onss present in thimage being
analyzed) Although finding the eye of a storm is a simtask for the meteorologist
perform subjectively, it is made objectively andmgutationally difficult by partia
obscurations and nearby, oddly shaped -temperéure moats. To address this is,

the second technique &dtempted at the completion of the SC prot« The Eye Ring
Fitting (RF) analysis method performs a search aroundenhancedspiral analysis
center point for the most intense gradients in all ring-shaped area defining the sto
eyewall. The dot product of the gradient field is summed éach point on eac
individual ring and center point, with the maximuralue indicating the determine
center point and TC eyewall size (Figure 3). Tht product equation is the followir

a-b=|al*|b| * cos

where
= angle between a and b vectors

In the RF routinea would be the temperature gradient vector at a §pgmint on the
ring andb would be the “position” unit vector from the cengaint to the ring at th
point being analyzed.. When the vectors are irséime direction, the angle will be n
zero, maximizing the product of the vector magres This process is performed o\a
circle of radius 0.75° from the center positionregponding to the spiral analysis cer
point determined in the SC routine. The resulfialyl is thefinal RFanalysi: score
field.
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Figure 3: Example of eye ring analysis (black eyakhich bes matches temperatu
gradients of the eyewall feature in the tropicalloge

Once both analyses techniques have successfullpleted, their derived center poir
and corresponding confidence factors are usedterrdme the “best” storm position f
the scene being analyzeThe confidence factors score derivation procegeiformed
in two steps. For each point an Enhanced Spindl (E&P) confidence score is deriv
by determining the minimum value of the sum of tmgighted spiral values, asown in
the following equation:

ESP score = Distance Penalty (DP) + Spiral Pares(®P
DP = constant * distance of point from First Gupssitior
SP =10 * (spiral score at poi- maximum spiral scor

Where “spiral score at point” is equal to tlpiral score (from the Sé@utine proces
described previoushgt each point in the analysis and “region maximpiresscore” is
the maximum spiral score value within the analysgon. Easicallythisvalue is just the
difference between thepira score valuat each individual point in the analysis reg
from the maximunspiral scorevalue within the entire region.

If the position of the maximum ESP value (leastai®g) is outside of a set ral
distance thresholfthe maximum allowable displacent value of 1.15°from the first
guess position (forecast interpolation positiong ESP confidence factor will only |
derived and the position of the ESP maximum willised as the storm center posit
by the HIE algorithm.This will result in thc“Spiral Centering’automited storm
centering method typeeing use((ID value of 4 for parameter 32 in the history fikted
in Section 3.3.2.1and identified as “SPRL” in the History File Listjrshown in Sectio
3.4.3.2.

If the position of the maxinrm ESP value (least negative) is within the setus

threshold of 1.15°however, a second “distance weighted” EnhancedSpart (ESPd
confidence score will be derived, addthe“Distance Bonus (DB)” value to the initi
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ESP value. The DB value is a constant value (eiguél5) which will further weight all
ESP score values within 0.25° of the derived Sfidethter position derived previously.
This is done to further weight the scores in tHewdation described next towards the
previously calculated Spiral Center position.

A third confidence factor will be also be derivedizing the RF routine analysis values.
This value is simply a sum of the ESPd value aeditig fit analysis score value at the
position being analyzed. This value is called@umenbined Confidence (CC) factor
value. If the maximum CC factor value is greakarntan empirically determined value,
the position of the maximum CC factor will be usedthe final automatically-derived
storm center position. This will result in the “@bination Ring/Spiral” automated storm
centering method type being used (ID value of Smameter 32 in the history file listed
in Section 3.3.2.1) and identified as “COMBO?” iretHistory File Listing shown in
Section 3.4.3.2.

An example of an actual TC storm center selectimtgss is shown in Figure 4. If the
previous Final T# intensity was between 3.5 and #hé& Spiral Centering and Eye Ring
Analysis positions will be used if three or more @y embedded center scene types have
been identified for previous intensity estimate®mpto the current analysis date/time.
This will ensure that the storm organization isfisidgnt for the different techniques to
work properly and correctly estimate the storm eerlbcation. If less than three
eye/embedded center scenes have been found, gvadbdinterpolation position will only
be utilized. Once the Final T# value has exceetléd both auto-centering techniques
will be attempted.
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Figure 4: Four-panel image showing various stepd,rasultant analysis for each step, in
the automated storm centering routine. Upper twages show the initial and enhanced
Spiral Centering (SC) contour analyses fields. Whée oval represents the computation
boundary of the SC analysis. Upper left is iniSplral analysis gradient field, with the
enhanced SC in upper right (an example 5-degreespagl is shown with blue line).
Lower left shows contour field associated with Riiffing (RF) analysis. Lower right is
combined SC and RF analysis contour field. Inif@decast position (blue dot) and
subsequent intermediate and final center posifjetsdots) are indicated.
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3.4.2.2Scene Type Determination

The ADT scene type determination process flowcisashown in Figure 5.

Figure 5: Scene Type determination flowchart

3.4.2.2.1Eye and Cloud Region Scene Score Determination

The original “decision tree” methodology of scegpe determination patterned after the
subjective Dvorak Technique has been replaced wittscene score” determination
scheme. This methodology helps alleviate the aonakrapid and unrealistic scene type
variability in the ADT output between consecutiveage analyses by replacing the
“branches” in the decision tree methodology witkura threshold divisions (scores).

The scene score is a sum of selected environmeat@meters measured from the
satellite imagery for both the eye (when an eypresent, 0-24 km from the determined
center position) and cloud region (24-136km from tenter position) of the TC. These
scores are used to objectively determine the swweme type. Each parameter in the
scene score derivation was originally a “branchtha initial decision-tree methodology
and is weighted by an empirically-determined vagh®wn in the equations listed below,
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chosen to closely mirror the influence of the parten in the original determination
methodology.

The eye region scene score is derived with thevielilg equation:
Eye score = FRdje + BDgye + PrevEye + Teye-cioudt Adjt-120r

FFTeye  : Number of harmonics in eye region Fast Fourien$form
1.0-((EyeHarmonicValue — 2)*0.1)

BDeye : BD-enhancement category of eye region tempezatur
-1.0*(EyeBDCat*0.5)

PrevEye : Adjustment for previous record eye scene
+0.25

Teye-cioud - Difference between eye and cloud region BD-eakegories
(0.25*(CloudBDCat-EyeBDCat))+
(0.50*(CloudCWBDCat-EyeBDCat)

Adjra2nr  : Adjustment for 12-hour previous record T# stitbng
MAX(-1.0,T#Valug.i2ns— 4.5)
The cloud region scene score is derived with tHeviang equation:

Cloud score = BBougcw + BDcioud + FFTcioug + PrevScene + Ad—lehr

BDcioudcw : BD-enh. category of “coldest-warmest” cloud mrgtemp.
CloudCwBDCat*0.25

BDcioud  : BD-enhancement category of eye region tempegatur
CloudBDCat*0.25

FFTcious  : Adj. based on harmonics in cloud region Fastrieodrans.
If(CloudHarmonicValue<=2)value=MIN(1.5,BJ3u4cw*0.25)

PrevScene : Adjustment for previous record clazehse
-0.50 if curved band or shear scene

Adjr.a2ne 1 Adjustment for 12-hour previous record T# stiang
MIN(1.0, T#Valug.1ons— 2.5)

More specific definitions and measurement detdilstiized temperature categories and

values, such as the “coldest-warmest” cloud regtemperature value and BD
enhancement category, are discussed here andfolltheing sections of this document.
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- EyeHarmonicValue: Count of the number of times blarmonic values in the Fast
Fourier Transform analysis increases over the prtevivalue.
Each harmonic value corresponds to a single cosaee, at
different frequencies, used to approximate the tatpre
histogram for the image region being investigateilore
changes in the values indicate more harmonics anédss
uniform temperature scene in the eye region.

- CloudHarmonicValue: Same as EyeHarmonicValuewbtlt cloud region.

- EyeBDCat: Gray scale category within the BD-cuerdhancement of the
eye region temperature value. The BD-curve enhmaank is
shown in Figure 7, with Table 5 listing the tempera
breakdown values for each gray scale range..

- CloudBDCat: Same as EyeBDCat, but with cloudaedemperature value.

- CloudCWBDCat: Same as EyeBDCat, but with clougiae “coldest warmest”
temperature value.

- T#Valuer.ians Final T# value at time 12 hours previous of cotténe.

The Fast Fourier Transform (FFT) analysis is a wesdtablished and documented
mathematical function to determine the variabibfya “signal” over its range of values.
In this case, the signal is the temperature hiatogover a set temperature range. The
FFT attempts to approximate this signal using algpation of a number of cosine
waves with different frequency. A histogram wittntaining a large number of values in
a small number of bins can be estimated with aflequency cosine wave, while more
chaotic histograms with more temperature value bawhtaining data can be
approximated by the combination of several cosiaees at different frequencies.

Additional environmental variables are used in s@vspecific checks to further refine
eye and cloud scene types after the individualesseore values have been derived, such

as the cloud symmetry value (discussed in Sectidn2.3.2) to help determine an
‘Irregular CDO’ scene, or eye radius size to dehhkarge Eye’ scene.

3.4.2.2.2Eye and Cloud Region Scene Types

The three eye region scene types and five cloudmesgene types are described below:

Eve Region Scene Type Description

EYE Any eye type (clear, ragged, and obscured)

PINHOLE Very small eye/pronounced warm spot

LARGE Clear, well-defined eye with radius >= 3@ k

Cloud Region Scene Type Description

UNIFORM CDO Overcast cloud region with uniform teenature structure
EMBEDDED CENTER Arc of convection within centralercast cloud region
IRREGULAR CDO Cloud region over storm center, lauge shift in coverage
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CURVED BAND Curved cloud region surrounding ciratibn center
SHEAR Displaced convection and exposed circutatienter

Figure 6: Examples of three ADT Eye Region scepegy

Examples of the three eye scene types are showingure 6. Eye size is derived by
measuring the distance across the eye between BR-tDark Gray” temperature range
edges (Figure 7). Table 5 lists the temperaturgesa and the corresponding “gray scale”
color values. Distances are measured atw@@les outward from the auto-selected center
location and are averaged to give an approximagesege.

Temperature Range Gray Scale Category/Comment Value
> +9°C No enhancement — Low clouds 0
+9°C to -30°C Off White — Cirrus Outflow Pattern 1
-30°C to -42°C Dark Gray 2
-42°C to -54°C Medium Gray 3
-54°C to -64°C Light Gray 4
-64°C to -70°C Black 5
-70°C to -76°C White 6
-76°C to -80°C Top Medium Gray 7
<-80°C Top Dark Gray 8

Table 5: BD-curve enhancement temperature andspwreling gray scale values.
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Figure 7: BD-curve Enhancement displayed on a l@awgwindow channel infrared
image.

Figure 8: Examples of the five ADT Cloud Regionrse¢ypes.
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Examples of the five cloud region scene types hosva in Figure 8. If the cloud scene
is determined to be a “Curved Band” type sceneQalbg Spiral analysis will be
performed to determine the curvature extent ofdbmevective cloud region around the
selected center position (described in greateildet&ection 3.4.2.4.3). The amount of
curvature depends on the BD-Curve Gray Scale (Tabbeing used. The algorithm will
first target the “Light Gray” gray scale range tefide the convective region of the
curved band area. If this temperature region igoide of significant activity or
completely surrounds the selected storm centetiposn this gray scale range, analysis
of warmer/colder ranges BD-curve temperature lewdlsbe performed. Once a Curved
Band gray scale and curvature amount at the prdvis®rm center location is
determined, an additional search will be perforn®dook for another possible storm
center location that yields a greater amount o¥aure in the cloud region, and thus a
higher intensity estimate. This maximum curvatsearch value is supplied only as a
reference to the HIE user and is not utilized iy &y by the HIE algorithm or stored in
the history file for future use/reference. It igpplied at the request of ADT users to help
assess the accuracy of the curved band intendityladon and to aid TCFC forecasters
in the TC storm center determination process fossjibe storm center location
adjustment. The location and associated amounmasimum cloud curvature can vary
greatly from image to image, so interpretationtefialue is left to the user to assess.

Once the scene type has been determined the itytestimate for the derived scene type
will be calculated using various environmental eallsuch as the eye and surrounding
cloud top temperatures, convective symmetry, ey@ @oud region sizes, and other

measured or derived values stored in the histégyulsing various methods described in
the following sections.

3.4.2.3Eye and Surrounding Cloud Region Temperature Deternmation

Proper determination of the storm center posit®rparamount for an accurate storm
intensity estimate since the eye and cloud regemperature value calculations are
heavily dependent on this location.

Determination of the eye region temperature is tikdly straightforward. This
temperature is assigned the value of the warmesi piithin a 24 km radius from the
user or automated storm center location. Sincm@rect eye temperature can lead to
an incorrect intensity estimate, proper selectibthe storm center location is essential.
Note: The ‘eye’ terminology can be misleading, tas temperature is calculated even if a
storm eye is not present. It basically representeraer, or core temperature, and is
derived and utilized by the ADT even in non-eyenssg#situations.

The calculations of the two surrounding cloud regiemperature values are a bit more
complicated than for the eye temperature. The filsud region temperature value
computed uses the storm center location and liegee® an annulus of 24 and 136 km
from the center location. Pixel-width rings withinis annulus are then analyzed (e.qg.,
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for a 4 km resolution infrared image, there will[d86 - 24)/4 = 28 rings). On each ring
the warmest brightness temperature is found arrédtoThe coldest of these ‘warmest’
values is then selected, and referred to as thielésbwarmest” temperature. It is used
only in the determination process for the cloudiaegscene type. The ring number
(CWRN) distance (in km from the storm center lo@ma}tion which the “coldest-warmest”
temperature value is located is used in the detertioin of the final “mean” cloud region
temperature discussed below. For more informadioout this value, see Velden et al.
(1998) and Zehr (1989).

The second temperature value computed is the “melant region temperature, and is
the actual value that is assigned as the ADT’sl fakeud region temperature used in
subsequent intensity determinations. First, am80kde annulus region is determined
around the storm center location, with the annutudpoint centered on the CWRN
distance explained above. Typically the minimumeiimaximum outer radius of the
annulus will be the CWRN distance minus/plus 40 kihe minimum inner radius,
however, is restricted to 24 km from the storm eetdcation. There is no corresponding
maximum limit on the outer radius distance. Foaraple, if the CWRN distance is 48
km, the inner distance, if centered upon this pouauld be at 8km. Since the minimum
annulus radius cannot be less than the minimumevafu24 km (not 8 km), and the
annulus will always be 80km wide, the outer diseandll be 104km. Once the annulus
is defined, it is divided into 24 arc regions {Each) and the average temperature of each
arc is calculated. The mean of the 24 averagdeanperature values is computed and
assigned as the final ADT cloud region temperavaiae.

The cloud region “coldest-warmest” (CloudCW) tengtere value is a “historical”
temperature value that mimics the cloud temperatahge utilized in the original Dvorak
EIR technique. The CloudCW value was utilized lsteo versions of the algorithm as the
final cloud region temperature value, but it waglaeed with the “mean” temperature
value after a close examination of both values dotlnat the CloudCW temperature value
varied significantly more than the mean value. Tritensity estimates computed using
the coldest-warmest temperature values were algodféo be inferior to the intensity
estimates using the mean temperature values, lrushange was implemented. The
CloudCW value is still utilized within the ADT scerselection process as described
above, so the calculation of the value still rermaivithin the ADT algorithm and the
derived parameters are saved in the ADT histoegfil
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3.4.2.4Intensity Estimation Processing

The HIE/ADT hurricane intensity estimation procegsscheme involves several steps,
as shown in Figure 9. Many of the specific elermémtolved in the intensity estimation

derivation process are discussed in detail in tlewing sections. Intensity constraint

rules are discussed in detail in Section 3.4.2.6.

Figure 9: ADT Intensity Estimation flowchart

3.4.2.4.1Intensity Estimate Derivation Methods

As discussed in the Algorithm Overview in Sectioh,3he ADT is originally based upon
the operationally-utilized Subjective Dvorak Enhasdnfrared ‘EIR’ Technique (SDT).
Several deviations from the original SDT have bemtuded into the ADT in order to
improve upon the initial implementation of logicof the SDT into the ADT. The
primary advancement involves the utilization ofelm regression equations relating
various cloud parameters to TC intensity. Theseggns were implemented for all eye
scenes and several of the cloud scenes describ8dation 3.4.2.4.2. The remaining
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scene types not utilizing regression-based metlmad®e also been improved to better
correlate their specific cloud parameter measurésrtenT C intensity.

3.4.2.4.2Regression-based Intensity Estimates

As mentioned previously, a regression-based arsag@ieme was implemented in order
to better correlate ADT eye and cloud region terapge measurement values with
observed intensity. Measured values such as mawieye region and minimum cloud
region temperatures have been used historicallhenSDT and early versions of the
ADT to estimate TC intensity in all eye scene typsswell as the CDO (and Irregular
CDO) and Embedded Center cloud scene types. Tgaaeeters worked well in most
cases, but additional methods were explored tebeatisess the TC intensity. Using
linear regression analysis, additional parametezseviound to aid significantly in the
process of estimating TC intensity using infrarechdew imagery. A schematic
representation of the regression-based parametersio the ADT is provided in Figure
10.

The cloud symmetry value measures the temperattiezethce between opposing sides
of the storm to assess the structure of the coimresurrounding the eyewall region of

the TC. Storms possessing a more symmetric comeestructure (smaller temperature
differences between opposing sections of the seyewall cloud region) are typically

more intense than storms with asymmetric convectiobhis parameter is actually

indirectly included in the SDT EIR technique via asarements of the width of the

various BD-enhancement gray shades surroundingttinen center position as well in the
“climatological” pattern-T# comparison diagramshelcloud symmetry value is obtained
by determining the average cloud top temperatuteevaithin the 24 sectors defined

earlier (15-degree arcs, 80-km wide annulus froomnstcenter with distance from eye

pre-determined by warmest-coldest ring value). @ppy sector values (180-degree
rotation) are differenced and summed around thenstenter. These twelve values are
then averaged to determine the final cloud symmethye.

Another important parameter is the size of there¢lense overcast, or CDO scene type,
region in a non-eye situation. This parameter ménthe SDT which also makes use of a
CDO size parameter to help assess the currengstren the storm. The impact of this
value itself is not large, but it was found to beignificant contributor to estimating
intensity in these situations when combined with tther parameters. The value is
derived by simply averaging the diameter measurésnehthe storm CDO along four
axes centered on the storm center position. Th® @bge is defined as the boundary
between the Light Gray and Medium Gray shades & Bb-enhancement shown in
Figure 7 and listed in Table 5.
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Figure 10: Schematic representation of the foureggon equation parameters.
Two separate regression equations are used in Eie Ane equation for the eye scene
types and one equation for the cloud scene types. equations yield intensity estimates
in terms of T# values which can be converted to MRt Maximum Wind Speed (as
discussed in Section 3.4.2.5.:

Eye Scenes: Intensity = 1.10 — 0.07@3% + 0.011* T — 0.015*Symioud

Cloud Scenes: Intensity = 2.60 — 0.02035 + 0.002*D40 — 0.030*Symgioud

Teloud : Cloud region average temperature (deg C)

T : Eye (max) — cloud (ave) region temperatureg) (@)
Symioud  : Cloud region temperature symmetry (deg C)
Dcdo : Cloud region CDO size (km)

Significant correlation improvements between ADTeisity estimates and aircraft

reconnaissance intensity observations were realdédthe implementation of the new

regression equations over the previous intensiiynation techniques. The cloud scene
correlations improved from 0.28 to 0.50, while #ne scenes improved from 0.62 to
0.70. The improvement in the cloud scene coratais most significant since the CDO
scene type still remains the most troublesome \aithén the ADT algorithm and one that

continues to merit research attention.
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3.4.2.4.3Non-Regression Intensity Estimates

The remaining cloud scene types that do not utibzeegression-based intensity
estimation scheme are the Curved Band and Sheaescdntensity estimates for these
two scenes rely on techniques based on the ori§iDdl The Shear scene type measures
the distance between the determined storm centsitigpo (usually the interpolated
forecast position) and the leading edge of the ntainvective region defined as the
minimum distance to the “Dark Gray” BD-curve Gragaf temperature range (Table 5).
The value of this distance is then related to isitgnthe greater the distance the weaker
the storm intensity. A distance of 140km or great#l correspond to a T# intensity of
1.5, with an increase in intensity of 0.5 for ev88km distance reduction (except for the
following two exceptions; 1.) At 80km, the intensits 2.25; and 2.).Between 0 and
35km, the T# intensity is at its maximum value d)3 Subsequent modifications have
improved the identification of the edge of the maloud region, leading to superior
intensity results for this scene type.

The Curved Band scene type utilizes a methodologylas to the one used in the
automated storm center determination scheme desciibSection 3.3.2. This technique
utilizes a 10-degree log spiral to measure the atnoficonvection and determines the
amount of curvature, in terms of 15° segmentshéndoud region surrounding the storm
center. The technique to compute the curvaturesaorea the cloud top temperature at
each point on the log spiral in 15° steps alongsthieal. The measured temperature must
be colder than the specific threshold temperatataevbeing checked to be classified as
convective cloud. The specific threshold tempeet@lues correspond to the maximum
temperature values within each gray scale temperatunge listed in Table 5. The gray
scale ranges between the Dark Gray and White eeh@m ranges, inclusive are
utilized in this process. Each point on the logaparc are checked at 15° increments,
with a count of “consecutive cloud segments” regdino find the maximum number of
consecutive segments in each gray scale rangeaiibble. Consecutive cloud segments
are counted on this arc to determine the amountuovature (24 segments would
correspond to 360-degrees of curvature).

The Light Gray temperature range is checked firgtth warmer ranges checked if the
number of consecutive segments does not exceed segments. If a gray range is not
found in these three ranges, the scene type isn&ssto be a shear scene. If the Light
Gray region is found to possess more than 25 catisecsegments, the routine will then
check the curvature of the Black and White tempeeatanges. If each number of
consecutive segments in the Black and White raageslso greater than 25, the scene
type will be assigned a CDO/Embedded Center sogre ptherwise the scene will be
assigned a Curved Band scene type. The amountreétare is then related to a T#
intensity value based upon the original Dvorak Teghe (with an additional adjustment
provided for curved bands measure from the Black \Afhite temperature ranges). For
less than 20% curvature the T# intensity will beiadgo 1.5. Between 20% and 40%
curvature, the T# range will increase from 1.5 t6. 2 Above 40% curvature the T#
intensity will increase by 0.5, starting at 2.5 #% to 4.0 for 100% (and up to 4.5 for
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120% curvature). T# values are interpolated tortearest 0.1 increment between the
curvature threshold values listed.

The storm center utilized for the Curved Band sdsm@imarily the interpolated official
forecast since the storm strength is typically lme for the auto-centering techniques to
be used. The 10-degree log spiral is rotated Hieldyee increments around the storm
center to find the maximum cloud curvature amourthe selected center position. A
search for the storm center position that yields hifighest value is also conducted and
output to the user for reference if it does notrespond to the original, interpolated
forecast position.

3.4.2.5 Intensity Estimate Conversion: T#/Cl# to MSLP/Maximum Wind

The ADT intensity estimates are derived in termd#fand CI#, which are a holdover
from the SDT, where higher values correspond tongir, more intense tropical
cyclones. The T# is short for “Tropical Number”das defined in the SDT in relation to
storm strength categories of mean sea level preq®MELP) and maximum sustained
surface wind speeds (Dvorak 1984). The T# reptssie “current” intensity of the

storm. There are three T# values derived by the HH& Raw T#, the Adjusted Raw T#,
and the Final T# values. These are explainedaridhowing section (Section 3.4.2.6).

The Current Intensity (CI#) is derived from the HAthal T# value after a final set of

time-based intensity constraint rules/adjustmergsapplied after the storm has stopped
(temporarily?) strengthening, and represents thal fintensity estimate output by the

HIE. The three T# and CI# values can differ depegdin the current intensity status of
the storm and how it has changed over a given gaeridime (the constraint rules can

vary over different time periods), but each valuevies information about the current

storm status and evolution.

The empirically-derived relationship between thet @hd storm intensity categories is
given in Table 6 for the Atlantic TC basin (aftevddak, 1984). The Northwest Pacific
basin relationships (Shewchuck and Weir, 1980)edifflightly (not shown). Thus,
proper identification of the correct relationsh@puse is essential for conversion of the
ClI# to intensity. The ADT can automatically deterenthe conversion method “basin”
based upon the longitude value of the selectednhstenter location. A storm west of the
international dateline (18(E/W) and east of the Prime Meridiarf ®/W) is designated
as a Northwest Pacific storm (regardless of N/S ibghere), with all other storms
designated as Atlantic basin (in consultation wigkrs).

It should be noted that for T#/Cl# values greabt@nt8.0 or less than 2.0 in Table 6, the
MSLP estimates were not provided by the originaloak study, and are thus
extrapolated in the ADT by using MSLP gradientsrfrpreceding/following categories
in the conversion table. These values include tHosad between 1.0 and 2.0 and
between 8.0 and 8.5.
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Classification (approx) | Cl# Value | Wind Speed (kts)| MSLP (hPa)
1.0 25.0 1014.0
1.5 25.0 1012.0
2.0 30.0 1009.0
Tropical Storm 2.5 35.0 1005.0
3.0 45.0 1000.0
3.5 55.0 994.0
Hurricane — Cat 1 4.0 65.0 987.0
4.5 77.0 979.0
Hurricane — Cat. 2 4.7 82.2 975.4
5.0 90.0 970.0
Hurricane — Cat 3 5.2 94.8 966.0
55 102.0 960.0
Hurricane — Cat 4 6.0 115.0 948.0
6.5 127.0 935.0
Hurricane — Cat 5 6.8 134.8 926.6
7.0 140.0 921.0
7.5 155.0 906.0
8.0 170.0 890.0
8.5 185.0 873.0

Table 6: Relationships between ADT-derived Cl# ealland TC maximum sustained
surface wind speed and mean sea level pressureRM&llues for Atlantic basin storms.

3.4.2.6Intensity Constraint Limits (Dvorak EIR Rule 8)

The ADT limits the magnitude of intensity changetvween estimates based on a
modification to the SDT EIR Rule 8 which constrathe rate of increase or decrease of
the Raw T# intensity estimate (value initially detened by the scene type and/or
regression analyses, and before any rules or admgs are applied) based upon
specified rates of change over designated timeog@eriThe rate of change checks are
performed against the Final T# (after rule adjusti®@nd time averaging described later)
values stored in the history file for times priorthe current analysis time. The rate of
change allowance is dependent upon the curremsdityeof the storm, as defined in the
Dvorak EIR technique (Dvorak 1984). The Final TAueaof the record immediately
prior to the current analysis time is used as theent intensity estimate. When the
intensity of the storm is less than T4.0, the aurRRaw T# rate of change cannot exceed
+0.5 T# over 6 hours. If greater or equal to T#h@,rate of change of the Raw T# value
cannot exceed the following rates: 1.0 over 6 hal&s over 12 hours, 2.0 over 18 hours,
and/or 2.5 over 24 hours.

The ADT also employs a modified version of thiserblased upon the current scene type
analyzed: The allowable rate of change is reduce®.b5 during most non-Eye scene
types (Curved Band, CDO, Embedded Center), satiesamount of change is limited to
0.5/1.0/1.5/2.0 T# over 6/12/18/24 hours. For Egenes the amount of allowed change
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is increased by 0.5 to 1.5/2.0/2.5/3.0 T# over A@24 hours. The latter modification
allows the Final T#/Cl# to increase at a quick ejioand realistic rate during “rapid
intensification” events. For Shear scenes, the cathange rule is unmodified from the
original SDT EIR Rule 8.

If one of the criteria is exceeded, the AdjustedvR& (value after all rules/adjustments,
but before time-averaging) will be assigned the imaxn/minimum value allowed by the
above criteria, and will be used in the determoraif the corresponding Final T# and
CI# values. Note: The unadjusted Raw T# valuewsags$ stored in the history file for
reference to the raw intensity estimates beforeaaljiystments.

As a final “gross error check” for the Raw T# vauderived by the ADT, a
supplementary Rule 8 rule has been added to thstraamt limits listed above. This
additional rule will limit the growth of the Raw T#alue by 0.5 over 1 hour.
Implementation of this rule was found to be necgsdae to the inherent variability of
the ADT during “scene type transitions”, especiélgtween eye and non-eye cases. Due
to the completely objective nature of the scenerdahation scheme, and the discrete
threshold values that are used to define the eiffiescene types, changes between scene
types can result in unrealistic jumps in Raw T#ueal from one intensity estimate to
another. The addition of this rule produces edesdhat are reasonable when these
types of scene changes occur, but will not alloes Raw T# values to change at a rate
greater than observed in nature.

Implementation of this modified rule has allowed tbe Final T# calculation to be
changed from a time-weighted 6-hour average tdhauB-average (discussed in the next
section). By utilizing the 3-hour scheme, the ahitle rate of change of the Final T#
value is greater than with the 6-hour scheme, ngafon more allowable rapid increases
in intensity over short time periods that can bsoamted with storms undergoing rapid
intensity changes.

3.4.2.7Time Averaging Scheme

Time-averaging of ADT intensity outputs is employtedsmooth the “noise” inherent in

individual estimates, which as mentioned above mult from objectively changing

scene types and crossing value thresholds in cotigecanalysis times. The time-

averaging scheme uses the current Raw T# and ailable Raw T# values obtained
within the last 3 hours. The time-average is aight non-weighted mean of these
estimates. The 3-hr time window for the averagsbased on empirical analysis noted
above, and user preference input. The ADT FinahiTany current analysis time reflects
this time-averaged value.

3.4.2.8Weakening Flag (Dvorak EIR Rule 9)
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The ADT Weakening Flag is modeled after the STD RIRe 9 (Dvorak, 1984), but also
utilizes a modification to the original STD EIR RW that is applied at some operational
TC forecasting centers. The “original” STD ERI B@ rule is used in the determination
of the CI# after a storm has reached its maximuensity and is weakening during the
dissipation stage of the TC lifecycle (e.g. extapical transition, moving over cold
waters, interacting with severe atmospheric sheta)y, The EIR Rule 9 will hold the CI#
at values 0.5 to 1.0 higher in value than the eurfenal T# (Raw T# after adjustments
and time-averaging). Subjective application o§thile (e.g. how and when to apply it)
varies between forecasters and is the focal pdimhwch debate. The value of 1.0 is
utilized in the ADT since it provides the most stitally accurate estimates of storm
intensity when compared with actual reconnaissabservations.

The “modified” Weakening Flag rule logic affectetbalculation of the CI# during the
formation/strengthening stage of the storm priomaximum TC intensity (where the
"original” Rule 9 rule will be invoked) as followsAlways hold the CI# to the highest
Final T# over the last 6 hours, but never gredtantl.0, in all cases”. This rule will
hold the ADT CI# equal to the highest Final T# aiea during the previous 6 hours.
For example, if the Final T# value had previousbiained a value of 5.2, but now is
decreasing, the Cl# value will be held at 5.2 fprta 6 hours or until the Final T# falls
below 4.2. This rule is dis-invoked if the TC reesigthens to the held Cl# and greater
intensity values.

3.4.2.9Rapid Weakening Flag

It is commonly observed that TCs can dissipate atrg rapid rate as they move over
colder waters. However, the Dvorak Technique Rubnd Rule 9 constrain the rate of
dissipation and it is believed that these rulesadballow for the rapid dissipation rates
commonly observed in the East Pacific region (aedoglically noted in other oceanic
regions).

In order to alleviate this limitation, the DvorakREWeakening Rule 9 has been modified
to allow the CI# intensity estimate to reflect tbemmonly observed phenomenon. The
ADT Rapid Weakening Flag relaxes the applicationtte# original Rule 9 intensity
adjustment to the Final T# when determining the. Qldrmally, up to 1.0 T# is added to
the current Final T# value to come up with the Cl#.cases where rapid weakening is
determined, the additive value is modified to 0.bo be identified as a possible rapid
weakening event, the Adjusted Raw T# values oweptievious six hours are evaluated.
If the slope of these values is less than -0.5#rs¢he weakening flag is tripped and
subsequently observed for an additional six houfsver a second six hour period the
slope does not increase over the threshold, thd vegakening flag is turned on and the
CI# additive constant is adjusted from 1.0 to OFhe rapid weakening flag is held on
until the slope of the Adjusted T# values over lsours becomes greater than -0.37/6
hours. If this condition is exceeded for a contus period of six hours, the rapid
weakening flag is then turned off and the additigkie returns to 1.0.
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3.4.2.10 MSLP Latitude Bias Adjustment

If the Knaff/Zehr pressure/wind relationship is mbtized by the ADT (Section 3.3.2.5),
the MSLP value output by the ADT will include anjustment based on the latitude of
the storm, designed to eliminate a bias noted bgskoand Velden (2003) in the ADT-
derived MSLP values and underlying Dvorak Techniquéhe equation used for this
adjustment is:

Cl#hg = Clbrig + (7.325 — (0.302)*ABS(latitude)))

This equation requires the Gl value to be entered in units of pressure (hPa)ceShe
ADT produces estimates in terms of T# values, th&f value must be converted to
millibars before the adjustment equation is appliethe pressure adjustment value is
stored in a history file.

The MSLP bias adjustment is only applied to scemeed that utilize eye and cloud

temperature values to determine the strength ofstbem since the bias is related to
corresponding temperatures associated with a Highar tropopause height. In order
for the adjustment to be turned “on”, six hourcoftinuous “EIR-type” scenes must be
present. These types of scenes are CDO, Embedsl@érCand Eye scenes, while non-
EIR scenes include Shear, Curved Band, and Irre@dD. Once the scene criterion is
met, the bias adjustment is blended into use dwenéxt six hours using a time-weighted
multiplication factor, ranging from 0.0 at the ialttime to 1.0 at the six hour time

period, with the determined latitude bias adjusthvatue.

For more specific information about the latitudasiadjustment, please refer to the
following online document (Kossin and Velden, 2088)
http://www.ssec.wisc.edu/~kossin/articles/kosseiden_ MWR.pdf

3.4.2.11 Radius of Maximum Wind Estimate

The ADT invokes a subroutine after each intenssyneate to approximate the radius of
maximum wind (RMW). This subroutine calculates tR&W using a regression
equation derived from historical comparisons betwi®imagery cloud top temperature
fields and collocated in-situ reconnaissance dircradius of maximum wind
measurements. If the derived ADT cloud region terapure (described in Section
3.4.2.3) is colder than —80, the distance from the storm center to theG48loud top
temperature isotherm is measured in four directiand averaged to produce a final
distance measurement. The RMW location (in kil@refrom the storm center position)
is then determined from this distance using theagqn:

RMW = 2.8068 + (0.8361*dist)

If the ADT derived cloud top temperature value mrmer than -5%C, the distance to the
isotherm defined by the equation (ERT + 2.0*CR/3vhere ERT is the eye (center)
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temperature and CRT is the cloud region temperatsrased in the above equation to
determine the RMW value.

3.4.2.12 Passive Microwave (PMW) Eye Score

In order to try and alleviate a long standing issuith obtaining accurate intensity
estimates with the ADT during Central Dense Over¢@®0) scene types, an external
routine, using passive microwave (PMW) imageryssd to derive an “eye score” value
that the ADT can use to obtain a more accuratengitle estimate than can be obtained
with the IRW imagery alone. The process of howPW eye score is derived will be
detailed in a yet to be written document.

Once the eye score is derived, the score and thé&/ Bban date and time information is
passed into the ADT algorithm. Typically the egere information is delayed from the
current IR analysis time by anywhere from one houlonger delay periods. This does
not pose a problem for the ADT.

Utilization of the PMW eye score value will only lalowed prior to three consecutive,
automated “eye” scene type determinations by theT Addgorithm. Once three
consecutive eye scene types have been found usnftimagery alone, the PMW “eye
score” information will be ignored no matter whist value may be.

Before the three eye scenes are found, the PMWsegee value will be used to
determine the intensity of the storm at the timethef PMW eye score value (it will
actually be assigned to the time record in thetegsstorm history file that exists
immediately after the date/time of the PMW eye saacord). There are two threshold
eye score values that are utilized in the PMW eyeesroutine, each corresponding to a
different T# intensity value to be assigned in A2T algorithm for the intensity. If the
eye score value is equal to or greater than 2@0lels than 60.0, the ADT will reassign
the Raw T# intensity score of the existing recardhie ADT history file to be 4.3. If the
eye score value is greater than or equal to 68e0Raw T# value for this record will be
assigned to a 5.0. If no records exist in the ADStdny file after the PMW eye score
record time, the intensity estimate for the currRtimage being analyzed will be
modified to one of these two values.

In order to try and alleviate an artificial “jumri the ADT history file records once the
PMW eye score value exceeds one of the threshdlesaall of the Cl# values, as well
as the adjusted Raw T# and Final T# values, in eacbrd up to 12 hours prior to the
PMW eye score record time will be adjusted lineddya value between the “current”
PMW eye score intensity value and the CI# valuéhef12-hour previous record. The
history file records will be physically changed kit the history file, but the “historical”
values (obtained prior to the application of the\WMye score adjustment) will be kept
in the history file comment section for each record
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For example, if the PMW eye score value of 26.2uoed at 20:56UTC, the following
record in the history file (most likely at 21:15UY@ill have its Adjusted Raw T#, Final
T#, and CI# values all changed to 4.3. LookingkdHe hours from the 21:15UTC record
shows the 9:15UTC record with an intensity valud#jCGof 3.4. Thus, all records
between 9:15 and 21:15 will have their Adjusted RB#y Final T#, and CI# values
changed to the corresponding linear interpretatane between 3.4 and 4.3 (depending
on the time between the two end times). The acaigualues will be stored for each of
these times in their corresponding comment seatidhe history file.

The same adjustment 12 hour previous record adgmgtmiill be applied if the PMW eye
score values change from the first threshold rgbgeveen 20.0 and 59.9) to the second
(60.0 and above). For example, if the MW eye s@xeeeds 60.0 at 14:45UTC, all
records back to 2:45UTC will be linearly adjustezivieen the 5.0 value at 14:45 and the
Cl# value at 2:45UTC.

The PMW eye score adjustment will continue to bglied as long as two conditions are
not met. The first, as mentioned previously, oscwhen three consecutive,
automatically determined scene types are determfred the IR imagery to be “eye”
scene types. The second occurs when the PMW eye salue drops below the 20.0
threshold value for more than 12 hours. Once eithéhese situations occurs, the PMW
eye score adjustment will be terminated. If thstfsituation occurs, the PMW eye score
adjustment can never be applied during the remainfi¢ghe storm’s lifecycle. If the
second situation occurs, the PMW adjustment cae again be applied if a PMW eye
score value once again exceeds a threshold value.

During the application of the PMW eye score adjestinthe Rule 8 flag value in each
history file record will be modified to store a daptive value for each situation during
the PMW eye score adjustment period. These valilebe displayed in the History file
Listing described in Section 3.3.2.1. The valuéd be “MW ON” when the eye score
values are 20.0 and above, “MW Adj.” for the 12 hpariod prior to the first eye score
values exceeding 20.0, and “MW Off” for either dlettwo conditions where the eye
score adjustment is turned off (the records 12 fiquevious to the “MW Off” will be
assigned “MW Hold” in the second condition desalibe the above paragraph). The
records modified during the initial 12-hour adjustrh periods (either with the first eye
score value above 20.0 or with the transition betwhe 20.0 and 60.0 values) will all
have their comment section appended with the irdtion “MWinit=A.A/B.B/C.C”,
where A.A, B.B, and C.C are the initial AdjustedwR@#, Final T#, and CI# values,
respectively (prior to the MW adjustment).

3.4.3 Algorithm Output

Filename Format Contents
User determined | ASCII/NetCDHistory file (ADT analysis parameters)
User determined | ASCII ADT history file listing
User determined | ASCII HIE output error and diagimosbdes
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User determined | netCDF HIE Metadata
- Storm Name and Number w/ basin ID (e.g. O3L)
- Storm Position (latitude and longitude)

- Current Intensity

- Difference between current and previous
intensity

- Number of Measurements during storm history

Table 7: Output data file from ADT algorithm
The HIE algorithm has a 30 minute refresh raterefoee it should be run once every half
an hour. The primary product output for the HIEaaithm is the history file, which
contains all of the important derived analysis infation for each individual image
analysis. These parameters are listed in Sect@.3, but they will be described in the
tables in Section 3.4.3.1 in terms of product, idyahnd diagnostic parameters.

HIE runtime error and diagnostic codes will be preged in Section 3.4.3.2. These codes
will be presented in a bit/byte format for eachled different codes provided during run-
time execution of the HIE algorithm. Error codefl provide information when the HIE

is not able to execute to completion successfallydut an intensity estimate), while the
diagnostic codes provide important informationte tiser during the intensity estimation
process which do not result in termination of tlgoathm.

HIE metadata, described in Section 3.4.3.3 arer¢lqeired HIE output parameters to
meet algorithm specifications which will be outpoithe framework netCDF file.

3.4.3.1History File Output

The following parameters described in Tables &n@l 10 will describe the Product,
Quiality Flag, and Diagnostic output parameters aoed within the HIE history file
output for each analysis during each storm lifeeyclhe official F&PS HIE required
output is wind speed. This value is not directyput in the HIE history file, but instead
it is derived from the CI# value as described int®a 3.4.2.5 and listed in Table 6.

3.4.3.1.1Product Output

Category Description Value

Cl# Current Intensity number (wind 1.0-8.0
speed value derived from CI# using
relationship in Table 6)

Table 8: HIE History File product output value

3.4.3.1.2Quality Output

Category Description Value
Land/Ocean flag Storm center position (latitude andl=Over Land
longitude) over land or ocean 2=0ver Ocean

Table 9: HIE History File quality output value

53



3.4.3.1.3Diagnostic Output

Category Description Value

Date Image analysis date YYMMMDD format
(YYYY=year, MM=3 letter
month ID, DD=day)

Time Image analysis time (in UTC) hhmmss formatstindur,
mm=minutes, ss=seconds

Julian date and Julian date and percentage of day ajj.pppp (jjj=julian date,

partial date image analysis time pppp=partial date %)
Raw T# Raw T# value 1.0-8.0

Raw T# adjusted Adjusted Raw T# value 1.0-8.0

Final T# Final T# value (3 hour time average) 180

Eye Temperature Warmest temperature value in eydn degrees Celsius
region (0-24km from storm center)

Cloud Average cloud top temperature in | In degrees Celsius
Temperature 80km wide annulus centered at storm

center (minimum radius=24km,
maximum radius=136km)

Cloud Average cloud top temperature In degrees Celsius

Temperature (old | between 24 - 136km from storm

value) center

“Coldest- Warmest temperature on coldest 4kin degrees Celsius

Warmest” Cloud | ring between 24 — 136 km from

Temperature storm center

Latitude Storm center latitude North = positive
South = negative

Longitude Storm center longitude West = positive

East = negative

Eye/CDO size or | Value containing either the radius ofin kilometers
shear distance the storm eye feature, the size of the
cloud CDO region, or the distance
from the storm center to the cloud
edge (dependent upon eye and cloud
scene type values)

Eye StdDev Standard deviation of the eye regiolm degrees Celsius
temperature values
Cloud Symmetry Cloud region symmetry value In degrees Celsius

(average difference between
opposing cloud region slices in

annulus)
Satellite ID Satellite ID value n/a
Eye Scene Type Eye region scene type 0 = Clear Eye

1 = Pinhole Eye
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2 = Large Eye
3 = No Eye

Cloud Scene Type

Cloud region scene tyoe

0=CDO
1 = Embedded Center
2 = Irregular CDO
3 = Curved Band
4 = Shear

Rule 8 Flag

Dvorak EIR Rule 8 constraint limitsIen’s designations

0’'s=Shear Scene

10’'s=Eye Scenes
20’'s=Curved Band/CDO/EmbC/
IrrCDO Scenes

30’'s MW Adjustments :
30=12-hr Interpolation
31=Initial MW adjustment
32=MW adjustment On
33=Holding MW adjustment
34=MW adjustment Off
One’s designations

0=No Constraint

1=T#4.0 0.5/6hr

2=6hr rule

3=12hr rule

4=18hr rule

5=24hr rule

8=0.2/hr (£'six hours only),
9=0.5/hr

Rule 9 Flag

Dvorak EIR Rule 9 weakening flag

)

0 # Of
1=0n
2 = On (Initialized at >-6.0)

Latitude Bias

Latitude Bias application flag

0 s Of
1 = Merging (12 hours)
2=0n

Rapid Dissipation | Rapid Dissipation flag (only dpgl | 0 = Off

in East Pacific ocean basin < 140W)1 = On
Eye FFT Eye region FFT harmonic value 0-13
Cloud FFT Cloud region FFT harmonic value 0-13
Curved Band Gray BD enhancement Gray Scale valug See Table 5
Scale
Curved Band Amount of curvature in Curved BandX =1 — 25

Curvature

Gray Scale analysis region

(curvature % = X-1/24)

Coldest Warmest | Distance to “coldest-warmest” ring | In kilometers
Distance from storm center
Fix Method Automated storm centering method 0 =wadn

1 = forecast interpolation
4 = spiral analysis

5 = ring/spiral combination
6 = extrapolation
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Latitude Bias

Amount of latitude bias adjustment| In millimars

Adjustment to MSLP value (from MSLP to T#
relationship)

RMW Derived radius of maximum wind | In kilometers
from satellite imagery

PMW value External PMW “eye score” value n/a

Gale Radius 34 knot wind speed gale radius valurekilometers

(for use in Knaff/Zehr MSLP/Wind
speed relationship)

Environmental
Pressure

Environmental storm pressure valueln millibars

(for use in Knaff/Zehr MSLP/Wind
Speed relationship)

3.4.3.20utput Error and Diagnostic Codes

The HIE performs validity checks for the variouspuh products and internally
determined values during the execution of the HIKarious error and diagnostic
messages are produced during the execution of € @nd output at the end of the
processing cycle. These messages can be usee bgehto determine why a particular
ADT run failed or how the ADT obtained a certaiteinsity estimate value. These error

and diagnostic values are shown in Tables 11 and 12
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GOES-R HIE Error Codes

HIE
Byte| Bit | Code| Error Description
0 0 -1 | Error reading from existing history file
0 1 -2 | Error creating history file
0 2 -3 | Error writing to history file
0 3 -4 | Error writing comment to history file (date error)
0 4 | -151 | PLOT option not available with this version of ADT
0 5 -152 | Empty
0 6 -153 | Empty
0 7 Empty
1 0 -11 | Error reading image file
1 1 -12 | Error accessing image file
1 2 -13 | Bad navigation
1 3 -14 | Line/Element mismatch
1 4 -15 | Multiple bands
1 5 -16 | Latitude/Longitude conversion error
1 6 -17 | Data read off edge of image
1 7 Empty
2 0 -21 | Invalid storm center location
2 1 -22 | Error setting up navigation
2 2 -23 | Bad navigation
2 3 -31 | Error accessing topography file
2 4 -32 | Error reading topography file
2 5 -41 | Fourier Transform Analysis failure
2 6 -51 | Error with eye and/or cloud region temperature gédy
2 7 -61 | Error with Start Date with DELETE keyword
3 0 -43 | Error accessing forecast file; extrapolation failed
3 1 -44 | Invalid forecast file; extrapolation failed
3 2 -45 | Error reading forecast file; extrapolation failed
3 3 -46 | Forecast interpolation failure; extrapolation fdile
3 4 -71 | Error writing output ASCII list file
3 5 -72 | Empty
3 6 -81 | Error determining ocean basin
3 7 Empty
4 0 | -101 | Error allocating memory for output wind field GRID
4 1 | -102 | Error opening output wind field GRID file
4 2 | -103 | Error creating output wind field GRID file
4 3 -104 | Error writing to output wind field GRID file
4 4 | -105 | Error closing output wind field GRID file
4 5 | -107 | Error creating output ASCII grid file
4 6 | -108 | Error creating output ASCII grid position file
4 7

Empty

Table 11: HIE algorithm runtime error codes.
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GOES-R HIE Diagnostic Codes

HIE
Byte| Bit | Code| Diagnostic Description
0 0 1 | Empty
0 1 2 | Performing full ADT analysis
0 2 11 | Utilizing history file
0 3 12 | Utilizing image file
0 4 13 | Writing output ASCII list file
0 5 14 | Utilizing forecast file
0 6 15 | Empty
0 7 16 | Utilizing topography file
1 0 31 | Empty
1 1 32 | Empty
1 2 42 | Forecast interpolation successful
1 3 43 | Error accessing forecast file; extrapolation o.k.
1 4 44 | Invalid forecast file; extrapolation o.k.
1 5 45 | Error reading forecast file; extrapolation o.k.
1 6 46 | Error with forecast interpolation; extrapolatiok.o.
1 7 51 | Will utilize position
2 0 61 | Overwrote record in history file
2 1 62 | Inserting record in history file
2 2 63 | Added record to empty history file
2 3 64 | Added record to end of history file
2 4 65 | Modified record(s) in history file
2 5 66 | Deleted record(s) in history file
2 6 67 | Wrote record(s) to history file
2 7 68 | Added comment to history file record
3 0 71 | Tropical cyclone over land
3 1 72 | Ocean basin automatically determined
3 2 73 | Ocean basin manually selected
3 3 81 | Empty
3 4 91 | Warmest pixel temperature location
3 5 115 | Empty
3 6 121 | Simultaneous OVER and AUTO keyword usage
3 7 Empty
4 0 101 | Successfully completed listing
4 1 102 | Successfully completed graph
4 2 103 | Successfully completed record deletion
4 3 104 | Successfully completed ADT analysis
4 4 105 | Empty
4 5 21 | Empty
4 6 22 | Using automatically selected storm center position
4 7

Empty
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Table 12: HIE algorithm runtime diagnostic codes.
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3.4.3.3HIE Metadata

The HIE will be required to output a series of ndeta values. These values will include
the following parameters:

Storm Name and Number(including official basin ID value)

Basin ID values: L=Atlantic, E=East Pacific (ea$t180°W, C-Centra

Pacific (between 140°W dateline, W=West Pacificgire dateline)
Storm location (latitude and longitude)
Current storm intensity (F&PS requirement is wind speed in m/s)
Difference between current and previous storm intesity (wind speed in m/s)
Number of intensity measurements for entire storm Istory

Table 13: HIE algorithm metadata values

These values will be provided to the user alondhaity other output values, such as
error codes, and tailored products such as statinds and current intensity bulletins.
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4 TEST DATASETS AND OUTPUTS
4.1 AVHRR and MODIS data validation study
4.1.1 Simulated Input Data Sets

The initial test of the HIE algorithm (Version 5h) 6GOES-R ABI-like data, a GOES-R
proxy dataset consisting of 1km spatial resoluttWiHRR and MODIS images was
collected and archived by the Cooperative Institisle Research in the Atmosphere
(CIRA) at Colorado State University. This datasatsists of the following imagery sets:

Polar satellite (AVHRR or MODIS) full resolution exgery

Time-matched (as close as possible) full resolUB@ES IR

AVHRR or MODIS IR remapped to 1kn(Q1)

Reduced resolution polar IR 2km (resembling the &G&Efootprint) P02

Reduced resolution polar IR 4km (resembling theesurGOES footprint)R04)

GOES IR remapped 4kn&Q4)

A full description of the datasets can be obtaifrech the GOES-R AWG Winds Group
Tropical Cyclone Proxy Data and Intensity Estimatidlgorithm Documentation and
Preliminary Resultseport, which can be found at the CIRA AWG projeetbsite at the

following address: http://rammb.cira.colostate.pdojects/awg.

For ADT testing, only the full resolution Polar igexy and the GOES IR remapped 4km
data is used. Eleven TCs were selected for testingisting of a total of 357 individual
scenes which occurred between 2002 and 2006 (Table Each of the polar images
uses the full resolution IR data from MODIS or AVRRand remaps it to a TC-centered
Mercator projection image with 1 km resolution.

zt:)(;ngame Scenes Size (MB)

Lili 2002 21 150
Isabel 2003 66 469
Emily 2005 41 286
Katrina 2005 57 377
Rita 2005 43 303
Stan 2005 13 93
Wilma 2005 61 435
Alpha 2005 8 58
Beta 2005 9 66
Hilary 2005 (EP) 12 87
Ernesto 2006 26 187
Total 357 2511
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Table 14: TC case study sample information usetefiing the ADT on GOES-
R proxy data.

ADT intensity estimates are processed using théocated GOES-IR 4km spatial
resolution data from the current GOES satellited e GOES-R proxy data from the
polar data in order to assess potential impacthenADT intensity estimates from the
improved ABI spatial resolution. ADT intensity estites are only derived using the
collocated images for each dataset (closest matopdrally between the current GOES
and polar/GOES-R proxy data sets).

Figure 11 illustrates the improvement realized wiita simulated GOES-R ABI imagery
over the current GOES-12 imagery for Hurricane Vdilon 19 October 2005. Wilma
possessed an extremely small eye at this time. W¥hsity estimates using the GOES-
12 infrared window (IRW) drastically underestimated storm intensity at this time due
to the inability to resolve the eye (and thus ledan incorrect ADT scene type
determination). Using the simulated GOES-R ABI gaey, the ADT was able to

identify the scene type correctly as an eye featgsulting in a much more accurate
intensity estimate for this individual image.

Figure 11: Simulated GOES-R ABI infrared window W imagery with a.)
black/white contrast stretch and b.) “BD-curve” anbement, and current GOES-
12 IRW imagery with c.) black/white contrast stretand d.) “BD-curve”
enhancement, for Hurricane Wilma on 19 October 20®21 and 19:15UTC,
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respectively). Contrast stretch/enhancement sihquvaved capability to capture
small eye feature with the ABI.
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4.1.2 Output from Simulated Input Data Sets

As discussed in the previous section, the abibtyliscern smaller TC features, such as
extremely small “pinhole” eyes using higher spatiesolution imagery, can lead to
improved intensity estimates from the ADT algoritiaxamination of the ADT intensity
estimates for Hurricane Wilma in 2005 over the renstorm lifetime illustrates the
impact on numerous ADT intensity estimates, esfigai@ring the extremely small eye
time period. Figure 12 shows the ADT Raw T# valuierences derived from the
current GOES and GOES-ABI, versus verifying aircratonnaissance. The intensity
differences are most notable during the period fatoout 19 October/18:00UTC to about
20 October/12:00UTC. During this period the ADT hasignificant problems
resolving/retaining an eye feature scene type whslizing current GOES-12 IR
imagery. When utilizing the GOES-R ABI data, the Alvas able to resolve and
maintain an eye scene consistently during the siame period, resulting in intensity
estimates more closely matching those obtainedrbyaft reconnaissance.

Figure 12: ADT Raw T# Intensity Estimates and Bcei® type selection for
Hurricane Wilma (2005). GOES-ABI (blue), currenDES (green), and aircraft
reconnaissance (yellow) values are displayed.
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4.1.3 Precision and Accuracy Estimates

Homogeneous ADT intensity estimates from the cureen simulated GOES data sets
are compared using a total sample of 39 estimatdsnwone hour of a verifying
reconnaissance wind speed measurement over 1ltiAttasin storms between 2002 and
2006. Table 15 shows the statistical comparisorth@HIE intensity estimates for both
the current and simulated GOES data sets usingorebsof the HIE.

GOES-ABI GOES-Current
Intensity | Accuracy (m/s) Precision (m/s) Accuracy (m/$) Precision (m/s)
Cl# -3.56 7.57 -3.83 7.14
OpCen -2.09 6.23 -2.09 6.23

Table 15: HIE and Operational Center (OpCen) Biad &tdDev wind
speed estimate values, as validated against -ct#lbcaaircraft
reconnaissance measurements, for HIE intensitynatts using simulated
GOES-ABI and current GOES imagery (in m/s).

Some tuning to the ADT scene type and intensityerd@nation schemes may be
necessary to account for the improved spatial véigol and resulting scene type samples
(i.e. more eye scenes) once a greater sample loéhtgmporal data is available (i.e. after
GOES-R launch).. In addition, the increased temponage frequency between the
current GOES and GOES-ABI may require some moditioato the time-averaging
scheme and application of time-base rules. Imprmrgs based upon this proxy data set
could be attempted for future HIE algorithm deliesrprior to GOES-R launch, but a
more complete proxy dataset analysis would be el@diefore any significant algorithm
modifications are conducted in order to fully assée impact of the GOES-R ABI data
on the HIE algorithm.

4.2 MSG SEVIRI and Simulated GOES-R ABI data validation study

4.2.1 Simulated Input Data Sets

A second validation test of the HIE algorithm (Mers5) using simulated and GOES-R
ABI-like data was conducted using data collected distributed by CIRA. This data set
consisted of collocated infrared window channel gergy from the Meteosat Second
Generation (MSG) SEVIRI instrument (10.8 pm) anahidated GOES-R ABI (SABI)
data (10.3 pum) derived from the MSG data using ABannel coefficients supplied by
the Joint Center for Data Assimilation. Both da#&s were presented at 3 km spatial
resolution at a 15 minute temporal resolution. tiSiaal comparisons regarding the
spatial aspect of the data sets are expected toitienal due to the equal resolution
between the two data sets. Instead the studyaeills on the impact of the improved 15-
minute resolution with the ABI data over the 30-otia resolution available with the
current GOES imagery.
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Data was collected for a total of seven tropicalayes, during the 2006 to 2008 tropical
cyclone seasons, in the eastern and central Ndkimtfc Ocean basin within the viewing
region of the MSG satellite, as listed in Table ¥6total of 5764 images were supplied
by CIRA for the seven storms in the validation stuafter manual quality control
measures were taken (visual inspection of eaclvishail image in the data set).

Storm Name

Scenes Start Date/Time End Date/Time

& Year

Gordon 2006 953 10 Sept/ 1800 UTC 20 Sept / 1930 UTC
Helene 2006 1046 12 Sept/ 1200 UTC 23 Sept / 1345 UTC
Dean 2006 452 13 Aug /0600 UTC 17 Aug / 2345 UTC
Karen 2007 422 24 Sept/ 0000 UTC 28 Sept / 1200 UTC
lke 2008 845 30 Aug /0600 UTC 8 Sept /1200 UYC
Bertha 2008 1808 30 June /0600 UTC 20 July / 0645 UTC
Omar 2008 238 16 Oct/ 0000 UTC 18 Oct/ 1200 UTC
Total 5764

Table 16: 2006 — 2008 MSG/SABI TC validation caselg sample information.

4.2.2 Output from Simulated Input Data Sets

The HIE estimates produced for each storm andtgipegawere initialized using the NHC

Best Track intensity information interpolated t@ tGtart Date/Time for the storm being
analyzed. Statistical comparisons were homogenbetiseen all data sets and image
times available and were compared to the NHC Bestckl wind speed estimates
interpolated to the image times being comparedcésiaircraft reconnaissance data is
either not available or severely limited for eatdrm in the data sample).

The NHC Best Track data was obtained for each sfoom the NHC FTP site after a

thorough post-storm analysis has been performedetve the best 6-hour resolution

intensity trend of each storm in the data samplénd speeds for the HIE estimates were
derived from the CI# estimates using the convertabte listed in Table 6.

In general, more error is expected with this dat@@e due to the fact that many of the
individual TC views obtained with the MSG satell{emd derived SABI data) at a high
local zenith angle (50 or more degrees from naditjgh local zenith angles may limit
the ability of the satellite to view the structwkthe eye region properly, thus affecting
the eye temperature value obtained in the imagefis could affect the intensity
estimates from the HIE during eye scene types sime@ye temperature could sampling
the eye wall instead of the ocean surface. Intemhdihigh local zenith angles will also
affect various measurement values obtained by the Buch as the shear distance
values, the amount of cloud curvature with the edridand scene types, and possibly the
areal coverage of the CDO region being measured.
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4.2.3 Precision and Accuracy Estimates

A total of 2453 homogeneous estimates were fourtdvden the 15 and 30 minute

temporal resolution data samples for the MSG anBISJata sets. Table 17 displays the
statistical measurements for accuracy and pregisiosolute bias and standard deviation
respectively, for the Version 5 HIE wind speed rfifs) estimates derived from the Cl#

and compared to the interpolated NHC Best Tracknisity estimate information.

Units m/s Bias | AccuracyPrecision] Num
SABI — 30 min 1.46 1.46 8.93 2453
SABI — 15 min 1.89 1.89 8.97 2453
MSG — 30 min 1.05 1.05 8.67 2453
MSG — 15 min 1.48 1.48 8.66 2453

Table 17: Comparisons between SABI and MSG datakesnfior 15 and 30
minutes temporal resolution satellite data avdilgbi Accuracy and Precision are
provided by the absolute bias (ABias) and Stan@andation (StdDev) for the
total sample size (Num).

In general, the accuracy measurements were wedruhd 6.5 m/s threshold for the HIE
algorithm, while the precision values were near ttireshold 8.0 m/s threshold despite
the poor viewing angles available for much of théadsample. Over 60% of the imagery
sampled for the comparisons in Table 17 had loeait angles greater than or equal to
50 degrees, and 17.6% had local zenith anglesegréatn 60 degrees.

Overall, MSG data demonstrates slightly better eammp precision than the SABI data.
This is consistent with the results obtained intisac4.1.3 comparing current satellite
data (GOES) to simulated ABI data MODIS/AVHRR) evbough that data sample was
significantly smaller.

Comparing the different temporal resolution dats,sg improvement in either precision
or accuracy was obtained with the 15-minute dakr ¢ive 30-minute data for both the
MSG and SABI data samples.

Again, it should be noted that the results frons gxperiment should not be highlighted
despite the large number of data matches betweemlB estimates and the “ground
truth” NHC Best Track data. Not only are theraé number of high local zenith angle
cases, but in general the NHC Best Track estinatsypically on the conservative side,
which could lead to larger errors and biases thanldvbe obtained with in situ aircraft
reconnaissance measurements of intensity.

4.3 Validation study using current GOES imagery

4.3.1 Input Comparison Data Sets
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Ten tropical storms of varying intensity betwee®2@&nd 2008 were analyzed using the
HIE (Version 5) using current GOES infrared wind@@.7um) imagery. The ten storms
in the data sample are listed by the year in wthely occurred:

- 2004: Hurricane Alex, Hurricane Charley

- 2005: Tropical Storm Arlene, Hurricane Dennis riitane Katrina, Hurricane Rita

- 2006: Hurricane Ernesto

- 2007: Hurricane Dean

- 2008: Hurricane Dolly, Hurricane Gustav

This study will serve as a baseline for the algonitaccuracy since only current goes
imagery at 4 km spatial resolution and 30 minuteperal resolution is used without any
MW eye score input.

4.3.2 Output from current GOES data sets

Aircraft reconnaissance in situ measurements @nsity will be used to validate the
accuracy of the HIE intensity estimates. Measuremef TC central MSLP will be

converted to wind speed (in m/s) and comparededit estimates within one hours of
the reconnaissance data. Statistical measurensérascuracy and precision will be
compared for the intensity estimates derived frbm Yersion 5 HIE algorithm and for
the corresponding ensemble (of SAB and NHC estisnathen both are available)
Operational Center (OpCen) estimates (within 30uteis of the HIE intensity estimate).

4.3.3 Precision and Accuracy Estimates

Table 18 displays the statistical comparisons betwthe HIE (Version 5 — 100%
delivery) and the OpCen estimates of intensity @amms of the AWG definitions of
accuracy (absolute bias (ABias)) and precisiom(@sed deviation (StdDev)) along with
the bias of each method for the 529 homogeneouplsaromparisons.

As with the other studies listed in this documamiensity differences are given in terms
of HIE intensity estimates or OpCen estimates miausraft reconnaissance, so a
positive/negative bias indicates an over/undereggnof intensity by the HIE or OpCen
in comparison to the aircraft reconnaissance inrsgasurement.

Units m/s Bias | AccuracyPrecision] Num
HIE Version 5 (100%) -5.91 5.91 7.60 529
OpCen -2.42 2.42 6.27 529

Table 18: Comparisons between the HIE (Versiomg)tae Operational Forecast
Center (OpCen) intensity estimates versus airceafinnaissance measurements
of intensity for the 10 case validation TC sample.
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4.4 Passive Microwave (PMW) Eye Score validation study

4.4.1 Input Data Sets

In order to determine the impact of use of the PMEWe Score (described in Section
3.4.2.12) values on the HIE algorithm, a final gtation data set was collected containing
40 storms between 2005 and 2008 where the PMW EgreSalues were available. This
study will also assess the impact of all changésdxn Version 3, the 80% code delivery
and version used in all previous validation teats] Version 5, the 100% code delivery
version. The inclusion of the PMW values withie tHIE is the last major upgrade to the
HIE algorithm prior to 100% delivery to AIT.

The scope of this study is to examine a large sletdo properly assess the impact of the
PMW Eye Score data on the HIE. Previous impaatystiata sets were either too small
or had significant limitations, as discussed in itdividual sections above, to properly
implement and assess the use the PMW Eye Scoresvalu the individual data sets.
Utilization of current GOES data, available at tirae of each TC in the study, will
provide an upper boundary for the statistical \atlmh of the HIE using a large data
sample. Statistical improvements using the siredlafBl data from the previous
validation studies can be implied to this data danp estimate the statistical accuracy
which could be obtained with the improved ABI image

4.4.2 Output from PMW Eye Score validation study

Aircraft reconnaissance in situ measurements @nsity will be used to validate the
accuracy of the HIE intensity estimates. Measuremef TC central MSLP will be

converted to wind speed (in m/s) and comparededit estimates within one hours of
the reconnaissance data. Statistical measurensérascuracy and precision will be
compared for the intensity estimates derived fréva Yersion 3 and Version 5 HIE
algorithms.

4.4.3 Precision and Accuracy Estimates

Table 19 displays the statistical comparisons betvtee two HIE versions used for this
validation study in terms of the AWG definitionsaxfcuracy (absolute bias (ABias)) and
precision (standard deviation (StdDev)) along with bias of each method for the 744
homogeneous sample comparisons.

As with the other studies listed in this documamiensity differences are given in terms
of HIE intensity estimates minus aircraft reconsarge, so a positive/negative bias
indicates an over/underestimate of intensity by RHE in comparison to the aircraft
reconnaissance in situ measurement.
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Units m/s Bias | AccuracyPrecision| Num
HIE - Version 3 -2.48 2.48 7.22 744
HIE - Version 5 -2.45 2.45 6.75 744
Table 19: Comparisons between the Version 3 andideb HIE algorithms
versus aircraft reconnaissance measurements ositydor the 40 case TC
sample from 2005 to 2008.

4.5 Error Budget

As shown in the statistical results presented engdrevious sections, the accuracy of the
HIE algorithm (Versions 3 and 5 of the algorithnging various current and simulated
GOES-R ABI data sets are close to or exceedingAYW&s measurement accuracy
requirements of 6.5 m/s for accuracy and 8.0 mis gieecision. In general, the
requirement for accuracy has been achieved for gatilation study. The precision
requirement was met in the studies presented itiddet.1, 4.3, and 4.4, however it was
not met in the study presented in Section 4.2. inpknto account the limitations
presented in the Section 4.2 study with high laealith angle issues and use of non-in
situ “ground truth” data the HIE algorithm has matd exceeded the required
specifications thresholds for accuracy and pregjsamd it is fully expected to meet and
exceed the AWG specified levels of accuracy anaigi@n required for the hurricane
intensity algorithm.

The results from the validation study presentefiections 4.3 and 4.4 provide the largest
statistical data samples versus aircraft in sit@sueements of intensity and show the
impact of the differences between Version 3 (80%vee) and Version 5 (100%
delivery). The results from these validation séisdnot only demonstrates the improved
accuracy of the HIE algorithm between the two \@rsj but also in the utilization of the
PMW Eye Score data. These results clearly dematestrthe ability of the HIE
algorithm to exceed the spec requirements for the &lgorithm despite using current
GOES imagery instead of simulated GOES-R ABI ddteom these studies, it has been
shown that the Version 5 HIE algorithm is ready@DES-R launch.
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5 PRACTICAL CONSIDERATIONS

5.1 Numerical Computation Considerations

The ADT is a self-contained algorithm which does$ mady on any external processes to
be completed prior to the start of the intensitiinestion process. An external passive
microwave eye score value (Section 3.4.2.12) caddrved and passed into the ADT
upon initiation of the routine execution, but th®RA does not depend on this value in
order to run successfully.

5.2 Programming and Procedural Considerations

The ADT has been checked for memory leaks and gifegramming errors using the
open source software “Valgrind” which is freely dable under the GNU General Public
License by the Valgrind Developers Group at valgdyuang.

5.3 Quality Assessment and Diagnostics

The following procedures are recommended for diagngpthe performance of the ADT
as the algorithm is being executed in real-time.
Monitor the automated ADT output to check that stene types are matching
what the forecaster would expect to obtain if mégyzerforming the SDT. For
example, if the user expects to see and eye sagrabtains something other than
an eye, the automated storm center position vdlaald be investigated.
Assess the accuracy of the automated storm ceoséiqm determination process,
especially when a forecast interpolation is beiaggrmed. If the center is not in
the region were the HIE user would expect the stoemter to be, make sure the
forecast being utilized is the latest availabléit Is not available, the use of an
official forecast from another TCFC may be consdeior use.
If an individual temperature value is found to Ipednsistent with surrounding
values in the history file, check the image foradétopouts and/or bad pixels.
Periodically cross-check the ADT intensity estinsate@ith other available
estimates (satellite or aircraft-based) from ingwaources.

5.4 Exception Handling

The HIE performs validity checks for the variouspuh products and internally
determined values during the execution of the HIKarious error and diagnostic
messages are produced during the execution of € @nd output at the end of the
processing cycle. These messages can be useé bhgehto determine why a particular
ADT run failed or how the ADT obtained a certaiteinsity estimate value. See Section
3.4.3.4 for the tables that display the various BHeor and Diagnostic codes in terms of
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the internal HIE code values and the correspondimgr values in a bit/byte format
desired for the AIT Framework.

5.5 Algorithm Validation

Validation of the HIE tropical cyclone intensity tesates requires collocated
measurements of reference (“ground truth”) tropicatlone surface maximum wind
speed. These measurements, as discussed in Sgchiantypically obtained from in situ
reconnaissance aircraft using dropsondes to med#sarat or near surface wind speeds
within the tropical cyclone eyewall. Also, measusnts of minimum MSLP within the
storm environment can be used and converted to sfieed using either the standard
pressure/wind speed relationship presented in@e8t4.2.5 or with newer/experimental
methods such as discussed in Section 3.3.2.5. hAfée method is used to convert the
MSLP to wind speed should be consistent with théhodgology used in the derivation of
the HIE wind speed estimate values.

If direct in situ aircraft measurements of the Tensity are not available, official “Best

Track” estimates of intensity can be used as aypfoixthe in situ data. The official Best

Track is derived for every storm identified by th€FC responsible for the basin in

guestion. The Best Track values are derived ualhgvailable methods of measuring
and/or estimating TC intensity, including in situceaft measurements (when available),
satellite-based estimation algorithms (including ADT and SDT), surface reports from

fixed land and ocean-based observing stations, shports, and scatterometer
measurements. When aircraft measurements are vadtlde, the Best Track data

guality is obviously degraded and will tend to ma@nservative estimates, but the
information can still be used as a method of vailaa especially in ocean basins outside
of the Northeastern Atlantic Ocean where aircradbnnaissance does not exist.

During the pre-launch phase of the GOES-R progthmyalidation activities are aimed
at characterizing the precision and accuracy ofHhe algorithm to make sure it meets
the AWG specifications for algorithm quality. Alscomparisons between the offline
and framework versions of the algorithm will be dooted to characterize any
differences between the versions based upon th&emgmtation environments. These
data sets have been described in Section 4.1.

Post-launch verification will be conducted in mutie same fashion as the pre-launch
verification. Characterizations of the algorithmegsion and accuracy will be derived
preferably using in-situ measurements of TC intgrsom aircraft reconnaissance, but
TCFC Best Track estimates can be used in regiossento in situ data is available.

Validation methodologies and tools developed arstete during the pre-launch phase
will be automated and applied as necessary. Idpeeific details on the HIE product
validation activities can be found in the Produdlifation document for the HIE

algorithm.
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6 ASSUMPTIONS AND LIMITATIONS

The following sections describe the current limitas of the ADT code, and assumptions
when utilizing the code operationally.

6.1 Performance

When the ADT is utilized in the GOES-R operatioeavironment, the following will be
assumed when the algorithm is executed and itepeaince is analyzed.

1. The ADT will be executed in a completely automatashion without any
user interaction. Official TCFC forecasts are updaevery 6 hours,
immediately available upon official public releaaad are properly formatted.
This information will provide initial guess positie for the ADT auto-
positioning logic.

2. Satellite imagery is available minimally every 30notes. Utilization of
imagery at a lower temporal resolution will negalwimpact the performance
of the ADT, especially the time-averaging routinedatime-dependent
intensity change rules. Use of higher temporabltg®n data has not yet
been specifically quantified but has been showBantion 4.2 to marginally
improve the accuracy of the algorithm. This expent was limited to a
small sample of data, so any information gleanedhfthis study should be
investigated further with a larger sample.

3. The ADT is executed only over ocean surfaces. Ab& should not (and
will not in the default execution) be operated olagid surfaces.

6.2 Assumed Sensor Performance

The following satellite sensor characteristics Wwél assumed when utilizing the ADT.

1. All satellite channel calibration will be correchd uniform from image to
image. Correct intensity estimations are reliapbru satellite cloud top
temperature information.

2. Satellite navigation errors are within specificaoas defined in the
Performance and Operational Requirements Docum@&®RLIP Correct
satellite navigation is imperative for automatedrist center determination
and TC center position placement following the éast interpolation process.

3. The ABI instrument will perform within the noiseespfications defined in the
PORD. The ADT can detect certain discrepancies atellde data
accuracy/availability, however large regions ofale data will cause failure
of the algorithm.
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6.3 Pre-Planned Product Improvements

The ADT is constantly undergoing modifications rtigprove the accuracy of the intensity
estimates determined by the algorithm. Issuesasel are often discovered during the
utilization of the ADT algorithm during a specificC season. Many of these are minor
improvements; however some are more drastic, negua more in-depth research and
development process. Below are issues that arently being investigated to improve

aspects of the ADT operation and performance asdnby CIMSS scientists and/or

operational TCFC forecasters who utilize the ADT.

6.3.1 Improvement 1

Intensity estimates during TC land interaction dieg up to landfall and after re-
emergence). Further research to optimize the ARTfopmance in these situations
should be conducted

6.3.2 Improvement 2

Improvement of the intensity estimates producednduweak TC situations prior to
formation of an eye. This situation is commonlyereed to as the “central dense
overcast” (CDO) case when a uniform (temperatutejdct shield masks a possibly
forming eye underneath. Additional ancillary infa@ation can further improve the ADT
accuracy. These include:

a. Utilization of an externally-derived “eye score” rpmeter obtained from
coincident passive microwave imagery from polaritor satellites. This
technique is currently being investigated at CIMi8San experimental mode.
Further modifications and complete evaluation ef tdchnique will be performed
before incorporation into the GOES-R HIE. (Upddtbkis has been incorporated
into the HIE algorithm and presented in Sectiods2312 and 4.4)

b. Utilization of an infrared and water vapor chandiferencing scheme to detect
and measure intense convection near the stormrcefites method can be used
to aid in the storm center determination procesmdiuthe CDO cases when the
IR image proves to be inadequate for identifyingt@m center. Initial research
studies are encouraging, with more investigatioaded before integration into
the GOES-R HIE.
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Appendix 1: Common Ancillary Data Sets

1. SFC_ELEV_GLOBE_1KM

a. Data description

Description: Digital surface elevation at 1km resolution.
Filename GLOBE_1km_digelev.nc

Origin: NGDC

Size 1843.2 MB

Static/Dynamic: Static

b. Interpolation description
Theclosest point is used for each satellite pixel:
1) Given ancillary grid of large size than satellitélg

2) In Latitude / Longitude space, use the ancillarfaddosest to the
satellite pixel.
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