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ABSTRACT

Since 1998 data from the GOES I-M Sounders has bsethto generate ozone on an hourly
basis. In spite of the relatively coarse spatma gemporal resolution of the current GOES
Sounder (8 km spaced every 10 km at nadir, hou@WOS data) the algorithm has shown that
geostationary infrared data can be used to motatat column ozone. The data has been
applied to studies of atmospheric dynamics, rafigdie relationship between ozone and
potential vorticity in the stratosphere, and aialiy, primarily as a source function in air quglit
and ozone prediction models.

The ABI ozone algorithm is similar to the GOES og@hgorithm. The specific objectives of
ABI ozone detection algorithm development are tidtelow.

» Adapt current GOES Sounder ozone algorithm to GBESBI accounting for the
differences in spectral coverage

» Address needs of user community and meet GOES-Reqz@duct mission
requirements.

* Provide smooth transition from current GOES Sounadéhe next generation ABI.

» Ensure continuity/consistency of a long-term (1@85ES-R era) geostationary ozone
data base.

* Incorporate flexibility for enhancements as dem@atstl with GOES-R research.
* Implementation simplicity and operational robustes

The current version of the GOES ozone product ples/the total column ozone for a given
pixel. The air quality user community has reque$tigher accuracy and the dynamics
community wants higher spatial resolution.



1. INTRODUCTION

The purpose, users, scope, related documents aistrehistory of this document are briefly
described in this section. Section 2 gives an agerof the observing system and instrument
characteristics, objectives of the ozone detedaigorithm development, mission requirements,
and retrieval strategies. Section 3 describes Bleo&one algorithm and processing outline,
input data requirements, theoretical and physieatdption of ozone monitoring, and algorithm
output. Test data sets and sample output is plex@nSection 4. Practical considerations are
presented in Section 5. Assumptions and limitatiare outlined in Section 6 and Section 7
provides a list of references.

1.1 Purpose of This Document

The ABI ozone detection algorithm theoretical basisument (ATBD) provides a high level
description of diurnal ozone monitoring utilizingetnext generation GOES-R series Advanced
Baseline Imager (ABI). The purpose of the GOESH @zone ATBD is to provide ozone
product developers, reviewers and users with adieal description (scientific and
mathematical) of the algorithm. This document pnésan overview of requirements for the ABI
ozone product, ABI characteristics pertinent torezmonitoring, required input data, the
physical and mathematical backgrounds of the alyoripredicted performance based on case
study analyses, practical considerations, and gssoms and limitations. Also, this document
provides information useful to anyone maintainingrmdifying the original algorithm.

1.2 Who Should Use This Document

The intended users of this document are thoseestiedal in understanding the physical basis of
the ABI ozone algorithm and how to use the outgubis algorithm for a variety of ozone
applications. This includes a broad user commuwitly various degrees of satellite expertise.
The ABI ozone product expands on the current GO&$ &r ozone product which is utilized
by various users for air quality applications.

1.3 Inside Each Section
This document is broken down into the following maections.

* Observing System OverviewProvides relevant details of the ABI and providdwief
description of the product generated by the ozdg@rigthm.

» Algorithm Description: Provides a detailed description of the algoriiholuding its
physical basis, its input and its output.

» Test Data Sets and OutputProvides a description of the test data sets tsddvelop
and implement the algorithm and characterize thiBopwance of the algorithm.

» Practical Considerations Provides a brief overview of the issues relatmgumerical
computation, programming and procedures, configumadf retrieval, quality assessment
and diagnostics, and exception handling.
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» Assumptions and Limitations Provides an overview of the current limitatiorighe
instrument and algorithm and possible avenuesddressing some of these limitations
with further algorithm development.

1.4 Related Documents

This document may contain information from otherfE82R documents listed in the website
provided by the GOES-R algorithm working group (AWG
http://www.orbit2.nesdis.noaa.gov/star/goesr/indbg.

In particular, readers are directed to read thesements for a good understanding of the goals
of this ATBD:

GOES-R Series Ground Segment Functional and Peafuce

GOES-R Series Mission Requirements Document

GOES-R Land Surface Team Critical Design RevievayM008)
Other related references are listed in the Refer&sction.

1.5 Revision History

Version 0.1 of this document was created by Chelen@dt (UW Madison SSEC/CIMSS), and
its intent was to accompany the delivery of thesigar 1.0 algorithm to the GOES-R AWG
Algorithm Integration Team (AIT)

Version 1.0 and 1.2 of this document was create@Hrys Schmidt (UW Madison
SSEC/CIMSS). It was reformatted to fit the 80%i\aly guidelines

Version 2.@ was created by Chris Schmidt (UW Madison/SSEC/C3)i&d incorporates
comments from initial review of the prior versios \&ell as additional results. This version was
submitted for ADEB review. It corresponds to the&tes of the ozone algorithm at its fifth
delivery to the AIT in July, 2010.

Version 2.0 was created by Jay Hoffman and Chisidt (UW Madison/SSEC/CIMSS) and

incorporates the input from the AIT and Algorithre\i2lopment Executive Board (ADEB)
Independent Peer Reviewer (IPR).

ABI Ozone Detection Algorithm Theoretical Basis Document Version History Summary

Version Description Revised Date
Sections

0.1 New ATBD Document according to NOAA 8/4/2008
/INESDIS/STAR Document Guideline

1.0 Updated to fit 80% delivery format All 6/19/2D0

1.1 Updated re: TRR results 4 9/28/2009

2.00 100% delivery document for ADEB review All 7/25/D

2.0 100% delivery, ADEB/IPR and AIT commenty  All 9/20/2010
integrated
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2. OBSERVING SYSTEM OVERVIEW

This section provides an overview of the ABI ozatgorithm, including the products generated
and objectives and characteristics of the ABI unskent as they pertain to the ABI ozone product
development and implementation.

2.1 Products Generated

The ozone product is a clear sky, total columneatuDobson Units (DU). The ozone data can
be used in studies of atmospheric dynamics, réfig¢he relationship between ozone and
potential vorticity in the stratosphere, as welbasquality, primarily as a source function in air
guality and ozone prediction models.

The ozone detection requirements defined by theianigequirement document (F&PS v2.1,
November 23, 2009) are listed in Table 2.1.

Table2.1 GOES-R mission requirements for ozone detection

Ozone requirements for GOES-R mission
Slozeiin Geo'grap el - Refre| Data Product
onal hic |Horiz. | ing |rement|PrecisiorAccuracy Product

) sh |Laten Sub-
Requirem/Coverag Res. |Accu|range| (DU) (DU) Rate| ¢ Type Tvpe

ent et racy | (DU) Y yp
Ozone 100- 60 . _|Atmosp, Trace
Total C,FD | 10km|5 km 650 25 15 min S min here | Gases

1 C=CONUS, FD=full disk, H=hemisphere, M=mesoscale

The product qualifiers are that it is a day andhagorithm, quantitative to 65° LZA and
gualitative beyond, and is valid for clear-sky péxe

This product was originally to be both for the hyggectral sounder that was once planned for
GOES-R and the ABI. While precision and accuraeyeaadjusted to account for ABI, the
refresh rate and horizontal resolution were lethatvalues for the sounder. The algorithm as
developed, however, can meet these requiremeAiBlaesolution, as illustrated in Section 4.2.
Aggregation to 10 km can be accomplished priortmpct distribution if necessary.

2.2 Instrument Characteristics

The next generation GOES-R ABI offers the basiexed for infrared ozone detection. The

ABI will provide full disk coverage every 15 mingtand CONUS coverage every 5 minutes at 2
km in the short and long-wave infrared window ban@leose characteristics improve the spatial
resolution but ABI lacks the bands sensitive to,@@issions in the upper atmosphere, thus
reducing overall accuracy relative to the GOES Seun Comparable performance can be
achieved if temperature profile data from a modelded in the algorithm. The GOES-R ABI
ozone product will be complementary to those derivem ultraviolet-based ozone instruments,
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providing ozone over the course of the entire dastead of just near local solar noon when UV
instruments typically take their measurements.

For ozone monitoring the ABI’'s channels are esaéintihe same spectrally as the channels on
Met-8/-9 SEVIRI, making it an excellent test bed tiee ABI algorithm. The algorithm is a
regression, and it has been shown that the regresgiracts basically all of the available ozone
information from broadband IR data that includesakone sensitive band around 9.6 pm.
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Table2.2

Spectral characteristics of Advanced Baseline | mager

ABI spectral characteristics
Used
. Upper i
Channel | Wavelength | Bandwidth NEDT/SNR Limit 01_‘ Spatla_l ABI
Number (um) (um) Dynamic Resolution
ozone
Range
code
1 652
1 0.47 0.45 - 0.49 300M Winlstium 1 km
" 515
2 0.64 0.59 — 0.69 300M Win/stiim 0.5 km
0.8455 — ] 305
3 0.86 0.8845 30010 \wymrsrum | LK
1.3705 — 1] 114
4 1.38 1.3855 3001 \wymrsrum | 2K
" 77
5 1.61 1.58 — 1.64 300M Wim/stium 1 km
2.225 — ] 24
6 2.26 5 975 300:1 W/m?/st/m 2 km
7 3.9 3.8-4.0 0.1K 400 K 2 km
8 6.15 5.77 — 6.60 0.1%K 300 K 2 km v
9 7.0 6.75 —7.15 0.1%K 300 K 2 km v
10 7.4 7.24 —7.44 0.1%K 320 K 2 km v
11 8.5 8.30-8.70 0.1%K 330K 2 km
12 9.7 9.42 -9.80 0.1%K 300 K 2 km v
10.10 — 2]
13 10.35 10.60 0.1K 330K 2 km v
10.80 — 2]
14 11.2 1160 0.1 K 330 K 2 km v
11.80 — 2]
15 12.3 1580 0.1 K 330 K 2 km v
16 13.3 13.0-13.6 0.3% 305 K 2 km v

[1] 100% albedo, [ 2] 300K scene.

The ABI ozone algorithm performs a regression &jdime indicated channels. The

performance of the ozone algorithm is sensitivim$trument noise and other anomalies
(striping, etc.). However the largest impact ondurct quality is the misidentification of clouds

and cases that fall well outside the range for wile regression was trained (most often areas
with a very low total column water vapor and highdflective surfaces).

3. ALGORITHM DESCRIPTION

This section provides a description of the algonitht the current level of maturity.
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3.1 Algorithm Overview

GOES-R ABI ozone detection is an Option 2 compooéthie GOES-R ABI processing system.
The ozone detection algorithm is being developatiwihe GOES-R AWG Air Quality team as
part of the air quality module processing subsystem

The GOES-R ABI allows for nearly continuous earttis@rvation with an instantaneous ground
field of view (IGFOV) at nadir for the visible barashd 2 km for the infrared bands. Multi-
spectral ABI data will be available every 5 minute®r the continental United States with full
disk coverage of the Western Hemisphere every hoites. GOES_R ABI offers frequent total
column ozone measurements at 2 km resolution. GMES-R ABI ozone algorithm builds on
the experience with the GOES Sounder total colunume developed at the University of
Wisconsin (UW) Cooperative Institute for Meteoralmag Satellite Studies (CIMSS) as a
collaborative effort between NOAA/NESDIS/STAR antMLCIMSS personnel. (Schmidt,
2000; Li et al, 2001; Li et al, 2007; Jin et al03)

The ABI ozone algorithm is a regression algorittmait tuses most of the mid- and long-wave IR
bands, model-provided temperature profiles, anecsether information to generate total

column ozone. The ozone detection algorithm igthgsimarily on the sensitivity of the 9um
band to ozone absorption but also the relationsaipveen ozone and potential vorticity (and

thus the thermal structure of the atmosphere). big-wave IR bands, 6.96n and 10.3um,

are not used in the regression as they are unreegessd degrade product quality. Ozone can be
calculated for any pixel, but the regression igghesd to work for cloud-free pixels within a

local zenith angle of 80

The GOES ABI ozone product will be produced forreA81 image and provides total column
ozone for data within a satellite view angle of .80 he final user output consists of a NetCDF4
ozone product providing pixel by pixel mask of ogoralues and a product quality indicator
identifying ozone values outside of reasonable Heun

3.2 Processing Outline
Figure 3.1 contains a flowchart of the GOES-R ABbioe detection algorithm.
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Declare and initialize local variables

v

Read ozone regression coefficients:
[ReadOzoneCoeffs]

v

ﬂ For each pixel

v

1) Configure angles
2) Fill array of predictors
3) Surface pressure, land fraction, latitude, and month predictors

v

Perform regression

END

y

Total Column Ozone equals derived value,
minimum, or maximum threshold

4

Write output:
Total Column Ozone

h 4

ABI Total Column
Ozone END

Figure3.1  High level flowchart of the ABI Ozone code illustrating the main processing
sections.

3.3  Algorithm Input

This section describes the input needed to prabesGOES-R ABI ozone product. While the
ozone code is applied to each pixel it should teel s conjunction with a cloud mask to screen

for the cloud-free pixels.
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3.3.1 Primary Sensor Data

Table 3.1 lists the primary sensor data used bypfloee code. Primary sensor data means

information that is derived solely from the ABI @pgations and geolocation information. For
each pixel the GOES-R ABI ozone algorithm requaa#rated and navigated ABI brightness
temperatures/radiances, solar-view geometry (lpeaith angle), and ABI sensor quality flags.

Table3.1 Input list of required sensor data
Required sensor data
Name Type Description Dimension
Ch7 brightness input Calibrated ABI level 1b brightness Scan grid (xsize, ysiza
temp/radiances b temperatures for channel 7 9 Y
Ch8 brightness input Calibrated ABI level 1b brightness Scan grid (xsize, ysiza
temp/radiances P temperatures for channel 8 9 Y
Cth . Calibrated ABI level 1b brightness . . .
brightness input Scan grid (xsize, ysize
. temperatures for channel 10
temp/radiances
Chll . Calibrated ABI level 1b brightness o
brightness input Scan grid (xsize, ysize
. temperatures for channel 11
temp/radiances
Ch12 . ,
. . Calibrated ABI level 1b brightness . . .
brightness input Scan grid (xsize, ysize
. temperatures for channel 12
temp/radiances
Ch14 . .
. . Calibrated ABI level 1b brightness . . .
brightness input Scan grid (xsize, ysize
. temperatures for channel 14
temp/radiances
Chi15 . :
. . Calibrated ABI level 1b brightness . . .
brightness input Scan grid (xsize, ysize
. temperatures for channel 15
temp/radiances
Chl6 . :
. . Calibrated ABI level 1b brightness . . .
brightness input Scan grid (xsize, ysize
. temperatures for channel 16
temp/radiances
Solar geometry] input| ABI solar zenith angle Scad @rsize, ysize)
: . ABI view zenith and relative azimuth . . .
View angles input angles Scan grid (xsize, ysiz¢
QC flags input QaBtlaquallty control flags with level 1b Scan grid (xsize, ysize

3.3.2 Ancillary Data

The following tables (Tables 3.2 and 3.3) list d&mniéfly describe the non-ABI dynamic and
static ancillary data required to run the GOES-R ABne algorithm. By ancillary data, we
mean data that requires information not includethéABI observations or geolocation data.

Dynamic ancillary data refers to data sets thahghaver time, while static ancillary data refers

to data sets that remain constant over time.
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Table 3.2 Input list of required non-ABI ancillary dynamic data

Dynamic non-ABI ancillary data
Name Type Description Dimension
:)'reor;illpéerature input | NCEP NWP temperature profile 0.25 resolution

The NWP data can come from virtually any model greaforms well, and the resolution can be
coarser though the quality will decrease. Therélym as designed uses a nearest neighbor
match of the pixel to the model data.

Table 3.3 Input list of required non-ABI ancillary static data

Static non-ABI ancillary data
Name Type Description Dimension
Regression coefficients calculated
input | from training dataset of atmospheric
profiles, binned by local zenith angl
Global 1-km land/water mask used
Land Mask input| for MODIS collection 5 or 0.05 resolution
comparable substitute.

. Binned by 1° local zenith
| angle, 0° to 80°

Regression
coefficients

The regression coefficients are generated fromlaatimn of collocated ozone and temperature
profiles as described in this document. The lamgkitan come from any source so long as it is
accurate.

3.3.3 Derived Sensor Data

As designed, the ozone algorithm does not diregiply the cloud mask. However, the mask is
needed to identify cloud-free pixels. Table 3.ilbty describes this derived sensor data input.

Table3.4 Input list of derived sensor data

Derived sensor data
Name Type Description Dimension
Cloud mask input ABI level 2 cloud mask data dKdize, ysize)

The cloud mask is the cloud mask created for ABI.

3.4 Theoretical Description

Ozone is present throughout the atmosphere, buh#perity of it is above the tropopause in the
stratosphere. A substantial amount is presentthearopopause as well. Ozone is strongly
correlated to potential vorticity (PV) and by exdeam temperature in the stratosphere. PV is
strongly correlated to tropopause height and bgreston the weather we experience at the
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surface. By this relationship ozone does varyhensame time scales as wer, specifically
synoptic scale weather events but also with mes®osezather events. In order to detect 0z
with a broadband IR instrument, the instrument nhase sensitivity to at least one of
following, though both are preferr:

« Stratospheritemperature

* Ozone absorption (around 9.6 |

In GOES Sounder total column ozone stu, published in Li et al (2001 it was found that for
regression:

The ozone band alone could achieve a %RMS~11%

Other bands (Sounder channe-8, 10-15) could aghve a %RMSE 0~11%
All Sounder bands together could achieve a %RMSES6t

Those studies showed that the regression is expglaizone absorption information and
relationship between stratospheric temperaturgnpia vorticity, and ozon

3.4.1 Physics of the Probler

Infrared satellite ozongetection primarily utilize the 9.6 pnfozone” band but also makes t
of other mid- and longvave IR band: IR bands have different detection sensitivitiesdpone
and temperature at different altituc Atmospheric weighting functions (relative ba

sensitivities) for SEVIRI, ABI, and current genéoat GOES Sounder are shown in Figure &
It shows that the GOES Sounder has more sensitibibye 200 hPa than SEVIRI and ABI, ¢
that sensitivity is de to bands sensitive to (; emissions.The thermal structure of tt

atmosphere defines the potential vorticity (PV}hef atmosphere, and PV in the stratosphe
correlated pretty strongly with ozone in the stsateere, where 90% of the ozone colurxists.

ABI does not have as much sensitivity to stratogptiemperature as the GOES Sounder.

make up for the missing information a NWP tempemfrofile can be used in the regress
(Li et al, 2007; Jin et al, 20C

SEVIRI ABI

\ _ Band7(39)
5 — Band8(6.19)
— Band 4(3.92) — Band9(6.95)
— Band 5(6.20) \ Band 10(7.34)
— Band 6(7.35) \ —_ ;
— Band 7(670) --= Bad1189)

1\
— Band 8 (9.66) ! --- Band 12(961)
Band 9(10.8) |
1
f
!

GOES-13 Sndr

— Band 1 (14.66)
— Band2(14.38)
— Band 3 (14.03)
— Band4{1363) |

{

{

{

—— Band 5 {13.34)
——Band6{1266) |
—— Band 7 (11.99)
—— Band 8 (10.96)
——Bandd (072)

=== Band 13(10.35)
= Band 10 (12.0)
— Band 11 (13.4) “T Band 14(112) ——— Band 10 (7.44)
--- Band 1(701) -
--- Band 12 (6.50)
-~ Band 13457 A
--- Band 14 453)
-~ Band 15 (4.45)
=== Band 16 (4.12)
--- Band 17(396) 1

] --= Band 15(12.3)
/1 === Band 16(13.3)

Figure3.2  Atmospheric weighting functions for SEVIRI, ABI, and the current GOES

Sounder. SEVIRI and ABI are very similar, where as the GOES Sounder has higher
sensitivity in the upper atmosphere.
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3.4.2 Mathematical Description

There are two approaches that can be taken toceéxizane information from the available data:
statistical regression and physical retrieval stirdies with the GOES Sounder and initial
simulation studies for GOES-R it was shown thatphygsical retrieval does not achieve better
performance than the regression. Regression éxtratually all of the ozone information from
broadband IR radiances. (Schmidt, 2000; Jin €&1Gfl3)

The ABI ozone regression utilizes the informatiomtained in the ozone band as well as the
correlation between ozone and stratospheric terperto estimate the total column ozone
value. The other bands used are listed in Taldle Phe specific bands chosen for regression
vary by instrument, but in general the regresstilizes window channels with minimal water
vapor signal. GOES Sounder, simulated ABI, and IBEyYerform comparably when simulated
ABI and SEVIRI regressions are given temperatuddiles as predictors to make up for the £LO
bands on the GOES Sounder. Ozone from IR instrtsnemenerally considered a clear sky
product. However future improvements could allawdzone estimates over some clouds.

3.4.2.1 Generating Regression Coefficients

Regression is the development of a relationshiyéeh two sets of data. Curve-fitting is an
example. For ozone the regression is finding caefits that relate total column ozone to a set
of values, known as predictors, coming from a trayrdataset. The generalized form of the
equation is shown in Equation 3.1 and the variablgdained in Table 3.5.

Table 3.5 Explanation of termsfor generating regression

Regression Terms

Cnp Regression coefficients for NP predictors
Ons Total column ozone for NS sets of predictors fitoaming dataset
P The training dataset, each location with its data column,
NFNS NS/number of rows is the number of members of thiaing dataset
NS Number of members of the training dataset
NP Number of pieces of information for each membetheftraining
dataset
Ol I:)1,1 I:)1,2 Pl,NS
P, P
_ 2,1 2,2 (3.1)
- ‘ Cl o o CNP ‘ b
ONS PNP,l e Y PNP,NS

To generate the coefficients, >10,000 atmosphenperature, moisture, and ozone profiles
(with associated total column ozone, location,tfoacof land at the location, and other
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information) located between ° N and 70° S were selected frortraining dataset consing of
NOAAS88D profiles, radiosondes, ozonesondes, ECMVWB X & data, and TIGR dai A
forward model (PFAAST) was used to generate brigisthemperatures. Scattel by aerosols
was neglected. Locaknith angle is varied for each profile0.5° steps from ° to 80°. The
result is 1@ sets of coefficients to use to solve for ozonthenregression equatic Figure 3.3
shows the locations of the training dataset pre. (Schmidt, 2000; Li et al, 2001, Li et al, 20(
Jin et al, 2008)

Figure3.3  Locations of the profiles used in the training dataset.
3.4.2.2Calculating Ozone With Regressio
Given the vecto€ ozone can be found by calculating the dot produthefcoefficient<C and

the predictor$ as shown in Equation 3.2. The terms of the eqoatre listed in Table 3.

Table 3.6 Explanation of termsfor solving regression

Regression Terms
Cnp Regressioroefficients for NP predicto
Orco Total column ozone
Pup Predictors (NP of them)
NP Number of pieces of information for each membetheftraining
dataset
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OTCO:‘Cl CNP" (3-2)

I:)N P

The terms are expanded out to the following egnatio

101

In(TCO) =C, + ZCijj + ZCkakz + ZCITaI +Coni100Ps t
k=1 =1

j=1 (3.3)

-6
C2n+103|—p + C2n+104 COS% 7T) + C2n+105 COSG—AT)

The terms are laid out in Table 3.7.

Table 3.7 Expanded terms of regression eguation

Regression Terms
Cyx Regression coefficients (@ an offset)
n Number of bands used
Tb Brightness temperature
Ta Atmospheric temperature profile
Ps Surface Pressure
Lp Fraction of land within pixel
M Month of year
LAT Latitude of pixel

Surface pressure is used as a predictor to redweralberror. Land fraction partially accounts
for mixed emissivity but can be just a land vs wéiseg. The month accounts for a
climatological, cyclical variation in ozone. Laitite is also a climatological variable. Each local
zenith angle bin has its own coefficients.

3.4.2.3 Basic Assumptions in Using Regression foizGne

The regression training dataset is assumed tofbeisnt for conditions observed by the ABI
instrument (based on global and seasonal coverdd®e will always be cases not represented
by the training dataset which will not perform weith the regression but the training set is big
and varied enough to cover the vast majority afusimstances. It is assumed that the pixel is
cloud-free and that the input satellite data mepéifications. The NWP temperature profiles
are assumed to be at 101 pressure levels, andasthtoday.
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3.4.2.4 Ozone Detection Decision Tree

The GOES-R ABI ozone algorithm uses a simple amtré@a determine total column ozone.
The needed data is initialized, the regressionfodafits are loaded into memory, and for each
pixel the regression is performed once the predicace configured. Figure 3.1 contains the
flowchart.

3.4.2.5 Input ABI, NWP data, and other predictors

Required Input ABI data is presented in Sectiondd.this document. It includes primary sensor
data (channels 8-10, 12-16), NWP temperature pfiliew angles, surface pressure field, pixel
locations, and QC flags. Data from each band/cBlastrould be calibrated. Ancillary input data
are dynamic and static (See section 3.3 for maot@lde Dynamic data includes: NCEP model
temperature profile and surface pressure). Stgtiet data is the set of ozone regression
coefficients.

3.4.2.6 Configure angles, load predictors

In this section of the algorithm space pixels aad pixels (based on QC flags) are skipped. For
every pixel that remains the predictors are assetnbl'he cloud mask is not applied to allow the
users to make decisions on how to apply the masg& tire data is generated.

3.4.2.7 Test total column ozone against thresholds

Prior to output the ozone values are checked agaiasimum and minimum thresholds of 650
Dobson Units (DU) and 100 DU respectively. The#iolds are based on the product’s
required range of performance.

3.4.3 Algorithm Output

The ABI ozone algorithm provides a field of totalumn ozone that is stored in a NetCDF4
format output file. Under mode 3, the ozone aliponi has a 60 minute refresh, therefore it
should be run once an hour. The ozone algoritlsm lahs a 10 km horizontal resolution
requirement. To meet this requirement, the pigsblution ozone product with a quality flag of
good (zero) will be averaged over a 5x5 pixel béxsummary of the output data sets is
provided in Table 3.8.
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Table 3.8

Summary of ABI ozone code output data

ABI ozone code output

Name

Type

Description

Dimension

03_col

End-product

Total column ozone
(NetCDF4)

grid (xsize, ysize)

03 _pqi

Quality
Assurance flags

Product quality flags for
TCO. 0 for good TCO

values, 1 for TCO less than

100 DU, 2 for TCO greate
than 650 DU, 3 is for spac
pixels, 4 is for bad or
missing input data.

r grid (xsize, ysize)
e

Metadata

Output metadal

1. Total column ozone
statistical information:
minimum, maximum,
mean, and standard
deviation

2. Number of Quality
aAssurance (QA) flag
values

3. Definition of each QA
flag value

4. Percent of retrievals wit
each QA flag value

5. Total number of retrieva
pixels

11 values, 5 strings

il
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4. TEST DATASETS AND OUTPUTS

The development, implementation, and testing ofGRES_R ABI ozone detection algorithm is
limited to proxy data sets from SEVIRI. Standawmnerical weather prediction models do not
handle ozone very well and typically insert climatyy, which is of little benefit to an algorithm
that relies on the coupling between ozone and thiepnoperties of the atmosphere.

4.1 Simulated Input Data Sets

SEVIRI data are used as proxy input data seth®ROES-R ABI Ozone algorithm. SEVIRI
bands are sufficiently similar to ABI that for tlapplication they can be used (with their own
regression coefficients). Both SEVIRI and ABI reglNWP data to reach performance level of
the GOES Sounder. Table 4.1 shows the bands aseddne detection with the GOES
Sounder, ABI, and SEVIRI. ABI has two bands thB¥/#RI lacks. These bands would give a
modest improvement to the ozone product.

SEVIRI data allows for 15 minute full disk imagesaaresolution comparable to ABI, SEVIRI
pixels are nominally 9 kfnversus 4 krhfor ABI, so processing time on SEVIRI data neexs t
exceed specifications by a factor of 2.25,

The dataset used for algorithm testing during dgwakent consisted of Met-8 SEVIRI from
August 2006; February 1-14, 2007; and April 1-1@02 This provides coverage over a range
of seasons. The ozone product was produced ah&ttlbment resolution without binning to 10
km resolution as specified in the requirements.

The delivered algorithm package includes the foll@\SEVIRI cases:

1) August 24-25, 2006 (2 hours each day)
2) February 24-25, 2007 (2 hours each day)
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Table4.1 Bands used for ozone regression with different instruments

GOES-12 ABI SEVIRI

BanOINEDRWavelengtleanleEDRWavelengtrlBanJNEDRWavelengtr
(km) (Lm) (Lm)

18 [0.00093.75
17 ]0.00243.98 1 - 0.47
16 [0.00244.12 2 - 0.64 1 - 0.635
15 [0.00644.45 3 - 0.87 2 - 0.81
14 [0.00644.53 4 - 1.38
13 [0.00644.57 I5 - 1.61 3 - 1.64
12 [0.11 |6.5 6 - 2.25
11 ]0.059| 7.01 7 0.008B9 4 0.00443.92
10 ]0.099 |7.44 8 0.058 |6.19 5 0.00946.2
9 0.14 9.72 9 0.08276.95
8 0.11 [10.96 10 ]0.095947.34 6 0.02247.35
7 0.11 |11.99 11 | 0.13(B15 7 0.09448.7
6 0.14 [12.66 12 ]0.15399.61 8 0.09799.66
5 0.34 [13.34 13 ]0.164510.35
4 0.39 [13.63 14 ]0.1719411.2 9 0.1247410.8
3 0.45 [14.03 15 1]0.175412.3 10 [0.192312
2 0.61 [14.38 16 ]0.523413.3 11 [0.4174913.4
1 0.77 |14.66

Figure 4.1 shows an example image from 23 UTC Audust 2006 which shows the entire
hemisphere at SEVIRI's full 3 km resolution. Ma@m@one features are visible in the upper
latitudes and over the North Atlantic. During tHerthern Hemisphere’s summer, total column
ozone at high latitudes will not necessarily re408 DU, as seen in Figure 4.1. The high
latitudes of the Southern Hemisphere, during itsteri are not included in the image.
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SEVIRI TCO--20080801:23
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400

Total column czone (DU)

300

200
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UW/ICIMSS

Figure4.1l SEVIRI TCO data for 23 UTC on 1 August 2006. Thered fringe is due to the
visualization software.

The full day loop of this data shows the synoptials ozone features moving. Ozone, due to its
relationship to PV, effectively reflects the heigiithe tropopause, meaning ozone features
generally change as fast as the synoptic weatfvéimmers et al, 2003; Knox and Schmidt,
2004) Typically, ozone has been treated as a gallye, but the total column over one’s head
can change by as much as 50% in a matter of hattsaccompanying changes in the synoptic
weather. The typical example is a strong coldtfwith a well-defined tropopause fold. ABI

and instruments like it are not particularly semsito ozone in the boundary layer, where most
ozone formation due to anthropogenic pollution esculransport is the primary cause of ozone
change over a particular earth location.

In some places, such as over northern Africa, s.Wwis introduced into the data due to a
combination of surface characteristics and a ra#ftidry atmosphere. This impact is illustrated
in Figure 4.2.
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..........

Figure42 SEVIRI TCOat 1:00 UTC and 12:00 UTC on 1
August 2006, Right: 12:00 UTC 1 August 2006.

The GOES I-M Sounder TCO experimental product offeows a diurnal variation over hot
surfaces, and as expected this behavior is obsen@BVIRI TCO data as well. Label A shows
how the hot, reflective surface of southern Spéfectively enhances a pre-existing streamer.
Similar behavior is seen over the Sahara at labdhBoth regions the total precipitable water is
very low, allowing more surface signal to reachsheellite..

4.2  Output from Simulated Inputs Data Sets

Assessment of the ozone data’s accuracy is accsimegliby comparison with ozone data from
the Ozone Mapping Instrument (OMI) on the Aura litdge OMI is an ultraviolet sensor that
follows on the tradition of the Total Ozone Mappi®gectrometer (TOMS) and has been
validated against ground-based Dobson Photospeeteosnand shown to be accurate to within
1%. (Veefkind et al, 2006)

The delivered algorithm package includes the foll@\SEVIRI cases:

3) August 24-25, 2006 (2 hours each day)

4) February 24-25, 2007 (2 hours each day)
The results presented in this section assess pafae of the algorithm over a longer time
period.

4.2.1 Precision and Accuracy Estimates

For clear sky pixels, simulations show that thenezproduct should achieve better than 25 DU
precision and 15 DU accuracy within a local zeamigle of 65° for clear sky pixels. At greater
local zenith angles, the accuracy and precisionatape guaranteed to reach that threshold.
This is due to the large footprint of the pixek tbng, slant-wise column, and the higher
likelihood of undetected cloud contamination wittie pixel.

Table 4.2 lists the precision and accuracy meadaresl of the tested data. Pixels were
screened for clouds (only clear sky pixels wereeptaxd), all surface types and local zenith
angles were included. The ozone algorithm excdezlproduct requirements. Section 4.2.2
looks at precision and accuracy estimates for uargzenarios.
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The comparisons between Met-8 SEVIRI and OMI aocslpced by remapping OMI footprints

to the SEVIRI projection and determining which Metlear-sky pixels fit into each footprint.
OMI footprints are 13 km by 24 km as satellite mads opposed to Met-8 footprints which are 5
km by 5 km, tilted so as to appear diamond shaged spaced every 3 km. OMI footprints are
determined by deriving footprint corners from toetprint centers and remapping those
footprint polygons to the Met-8 SEVIRI fixed gridggection. From that point spatial co-
location is a simple matter of looking at the twaetl grids and averaging together clear-sky
SEVIRI ozone values within each OMI footprint.

Temporal co-location is very tight, SEVIRI valuge aithin 15 minutes of OMI values thanks

to SEVIRI's high refresh rate. This allows for@mparison of nearly instantaneous
measurements.

Table4.2 Comparison of SEVIRI and OMI Validation to Requirements

Number of co- | Accuracy (DU) | Precision (DU)
locations (req: 15 DU) (req: 25 DU)

5,796,726 3.3 14.8

August 2006; February 1-14 and
April 1-10, 2007

Figures 4.3 and 4.4 show an example of the co4acpixels on 14-15 February 2007. Figure
4.3 is the Met-8 SEVIRI ozone values averaged am plotted as OMI footprints. Figure 4.4 is
the OMI data for the same cloud-free locationsp$Gare due to clouds and the space between
OMI orbital passes. Time differences led to somseahtinuities in ozone features. However,
the overall ozone patterns are the same, with grastients matching well between the two
satellites. The most notable variation in the gnat$ occurs in South Africa, during their
summer. The Met-8 ozone has a slight high ozoa ibi part of that country. Section 4.2.2
examines the impact of hot surfaces and dry atmeyeghon the Met-8 ozone product.

28



Met-8 SEVIRI TCO Remapped to OMI Footprints
14-15 February 2007 i %

A “_-_--
- ““l& -
- b .
Dobson Units
- l I ' I | -
il . 1 5 1 1
200 250 300 350 400 450 500

Figure4.3  Met-8 SEVIRI total column ozone co-located in time and space with OMI total

column ozone. Only SEVIRI clear-sky pixels were used.
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OMI TCO Projected to OMI Footprints
14-15 February 2007 o @ g

Dobson Units

T T T
-I i | L 1 i -
200 250 300 350 400 450 500

Figure4.4  OMI total column ozone for 14-15 February 2007. Locations corresponding to
SEVIRI clear-sky pixels were used.

4.2.2 Error Budget

The largest source of errfar broadband infrared retrievals of total colunzooeis from
inadequateharacterization of surface emissivity variati, allowing diurnal heating texceed
the range in the regression training da.. The impact is particularly prounced when the
water vapor column is dry, though that is not theidg factol. Instrument nois is the next
largest factor.For broadband instruments, increasing instrumeiseny a factor of twi
generally increases %RMSE by <0.5% (typically atdo5 DU), indicative of the efficiency ¢
the ozone regression in extracting the useful médron of the broadband data. For the s
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instruments removing noise completely from simoladi results in a minimal improvement of
%RMSE, on the order of 0.8% (typically about 2.4)DWBor this reason averaging pixels to
reduce noise has a small impact on %RMSE, pregisiothaccuracy. For other predictors
(surface pressure, month, latitude, land fractenyrs of 20% have shown a minimal impact in
previous studies. (Schmidt, 2000; Li et al, 2001et al, 2007; Jin et al, 2008)

The definitions of accuracy and precision usedihexere taken from the GOES-R ABI F&PS:
Product Measurement Accuracy (non-categorical products) - Product Measurement Accuracy
is defined for non-categorical products as theesystic difference or bias between the derived
parameter and ground truth. It is determined bymating the absolute value of the average of
differences between the derived parameter and grtsuth over a statistically significant
population of data such that the magnitude of #melom error is negligible relative to the
magnitude of the systematic error. (CCR01292, C@&RB)L

Product Measurement Precision (non-categorical products) - Product measurement precision is
the one-sigma standard deviation of the differemetween the derived parameters and ground
truth over the same population of data used to coenihe product measurement accuracy.
(CCR01292, CCR01635)

Table 4.3 lists the accuracy and precision fopiiéls, land pixels excluding desert, desert
pixels, and water pixels for all processed data/ungust 2006 alone. All pixels for April 2007
are also included. Only clear sky pixels weredel# and no local zenith angle threshold was
used. The surface type determination was made tisenland surface mask. Thanks to the
large volume of SEVIRI data anywhere from 1,000,896,800,000 co-located pixels were
available to provide statistics.

The table and following figures illustrate how diat surface temperature changes impact the
ozone product, both over the full testing period daring August 2006 alone. Water surfaces
have the least diurnal surface temperature vanatia have the best accuracy and precision,
whereas desert surfaces have the most diurnal tatape variation and worst accuracy and
precision values. Performance over land, excludeggrt, falls in between water and desert.
Figures 4.2, 4.3, and 4.4 show two different exasplf the effect of diurnal temperature
variations, one over the Sahara in August and ther @ver dry parts of South Africa in
February, dates well into summer in both regions.

While water has the best accuracy of the surfgoestyit too shows noticeable patterns within
the scatter plot. Incomplete cloud masking, inecrsurface type determination, and systematic
factors such as biases dependent upon latitudgiewthg angle could account for those trends.

Table4.3 Accuracy and Precision Resultsfor Met-8 SEVIRI vs OMI Comparisons

Number of | Accuracy (DU) | Precision (DU) RMSE
co-locations | (req: 15 DU) (req: 25 DU) (DU)

August 2006; February
1-14 and April 1-10,
2007 (all clear-sky
pixels)

5,796,726 3.3 14.8 15.1
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August 2006; February
1-14 and April 1-10, 1,862,589 3.3 14.4 14.7
2007 (non-desert land)
August 2006; February
1-14 and April 1-10, 1,177,329 14.8 12.9 19.6
2007 (desert)

August 2006; February
1-14 and April 1-10, 2,756,808 15 13.1 13.1
2007 (water)

August 2006 (all clear-

. 3,408,432 6.5 13.3 15.8
sky pixels)

Q;‘I?/;St 2006 (desert 681,094 18.3 11.9 17.4
g‘;‘%‘;St 2006 (non-desert) 4 154 g5 6.5 12.5 14.1
Q;‘I?/;St 2006 (water 1,602,053 1.4 11.1 11.2
April 2007 (all clear-sky | 4 155 90 1.2 15.4 15.4
pixels)

In all cases described above, the algorithm meet&&PS requirements.

Figures 4.5-4.8 are scatter plots of the Met-8 eziata versus the corresponding OMI data for
the test data period August 2006, February 1-14Aqd 1-10 2007. Figure 4.5 shows all of the
data for the test period, followed by the scattet pver all land but desert, desert, and water for
Figures 4.6, 4.7, and 4.8 respectively. As in@iddiy the data in the table, desert pixels produce
the worst results, as reflected in the scatteripl&igure 4.7.
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Figure4.5. Met-8 SEVIRI vs OMI total column ozone for all cloud-free pixels during the test

data period August 2006, February 1-14 and April 1-10 2007. Accuracy is 3.3 DU and

precision is 14.8 DU.
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Figure 4.6. Met-8 SEVIRI vs OMI total column ozone for all cloud-free, non-desert land
pixels during the test data period August 2006, February 1-14 and April 1-10 2007. Accuracy
is3.3 DU and precision is 14.4 DU.
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Figure4.7. Met-8 SEVIRI vs OMI total column ozone for all cloud-free desert pixels during
the test data period August 2006, February 1-14 and April 1-10 2007. The high ozone bias of
Met-8 total column ozone over desert can be seen as the large region of points above the 1:1
line. Accuracyis14.8 DU and precision is12.9 DU.
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Figure 4.8. Met-8 SEVIRI vs OMI total column ozone for all cloud-free pixels during the test
data period August 2006, February 1-14 and April 1-10 2007. Accuracy is 1.5 DU and
precision is13.1 DU.

Figure 4.5 shows all of the data for the test mkriollowed by the scatter plot over all land but
desert, desert, and water for Figures 4.6, 4.7 4édespectively. As indicated by the data in
the table, desert pixels produce the worst resadtseflected in the scatter plot in Figure 4.7.

5. PRACTICAL CONSIDERATIONS

The ozone algorithm is relatively stable computadity as it does not involve iterations on data
values but rather a straightforward vector and matultiplication.
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5.1 Numerical Computation Considerations

The primary numerical operation is a dot produch afiatrix and a vector. That operation results
in the natural logarithm of the total column ozaadue. This makes the algorithm quite stable
numerically but also exposes sensitivity to cotretes between the input predictors, which is
tied to the difficulty that models have with gerterg useful proxy data for the ozone algorithm.

While numerically stable overall, undoing the natdogarithm does to a small extent enhance
the impact of small variations in precision betweaachines and compilers. Testing has
showing such impacts to be less than 0.0001% atieh ¢olumn ozone value, however.

5.2 Programming and Procedural Considerations

The ozone algorithm needs access to the set adggign coefficients read from a file.
Otherwise the algorithm is very straightforwardegression coefficients should not change
unless substantial changes to the instrument @emtivelength of bands, NEDT) occur.

5.3 Quality Assessment and Diagnostics

The ozone product should be screened against theld&d mask once it is produced. Ozone is
calculated for all valid pixels, but it is left tbe user of the data to determine which values to
use.

The ozone algorithm was designed this way to adclmuranticipated future upgrades that could
allow for calculation of ozone over some cloudufhe and automated (to the maximum
extent possible) validation based on comparisd@Nb (and follow-on polar orbiting UV-based
ozone detection missions) is the most effective teagssess the ABI ozone product. Daily
visualization for imagery coincident with OMI (dsisuccessors) provides a quick-look
gualitative assessment of algorithm performancear@tative comparisons can be made
through generation and evaluation of statisticsraanzing ongoing intercomparisons of ABI
ozone and OMI (or its successors). Monthly stagsincluding %RMSE and relative bias
(accuracy and precision), should also be generated.

5.4 Exception Handling

Most run-time exceptions are handled by the systeming the ozone algorithm. The ozone
code fails and does not run if the regression aoeffts cannot be found. The ozone code fails
for a given pixel ifany of the required inputs are missing. In that dasealgorithm proceeds to
the next pixel.

The quality flag for a valid ozone value is 0 odefined. If the ozone value is less than or equal

to 100 DU, the flag is 1. For ozone values gretiitan or equal to 650 DU, the flag is 2. Space
pixels have a flag of 3. Missing input data resutita flag of 4.
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5.5 Algorithm Validation

Future validations include processing ozone intieag¢ and having automatic OMI co-locations
and statistics generated. This allows for add#iemprovements and refinements to help reduce
issues such as the false diurnal ozone variativesdesert.

Proxy ABI data generated from models data thatatalle ozone are becoming available, and
once it is that will be used with the TCO produetde with ABI regression coefficients. In the
GOES-R era, validation will involve comparison tmae from UV satellite instruments,
comparison to Dobson-Brewer photospectrometersagaitble sondes. The latter two are
effectively measurements of opportunity (clear sksequired). OMI is well characterized with
regards to these instruments and given larger Gitd dolume it will remain the primary source
of validation.

6. ASSUMPTIONS AND LIMITATIONS

6.1 Performance

The ABI ozone algorithm performance assumptionsarllows. The algorithm has been
tested on Pentium Il Xeon and Intel Core 2 Dussl@PUs and meets the latency requirement
on those platforms. The code is written and coeapis a single-threaded application, and
substantial enhancements are possible if multiattirgy and other advanced features of modern
CPUs are applied. Overall performance is propodido the number of pixels processed.
Performing operations on data in memory with a mumh number of disk accesses is the best
way to maintain performance.

Other performance assumptions include: sub-pixalcticontamination is minimized (the ABI
cloud mask does its job), remapping to a perfecigaded grid does not have a discernable
impact on the ozone product, and surface emissiatiations can adversely impact ozone
(specifically over deserts, as seen over the Sahdhe examples presented herein).

Regression is predicated on training with a knoetog inputs. Replacement of bad input
values with 0 can be attempted, but by designalgsrithm is not designed to function on
anything less than the full set of input data.

6.2 Assumed Sensor Performance

The ABI sensor data is assumed to be within smatibns. Radiances are treated as is with no
adjustments for remapping. The L1B remapping of A&a should have no discernable impact
on the ozone product.

Errors in input radiances can have an impact omlthperithm, especially when the errors are in

the 9.6 um band. That band has the largest cotitiibto the ozone product. Radiance errors
outside of specification in other bands will nopiact the ozone product as strongly.
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6.3 Pre-Planned Product Improvement
The ozone algorithm has two pre-planned improveswhich are under consideration.

6.3.1 Increased number of training profiles

The group of training profiles used to create thene regression coefficients covers a wide
range of weather conditions, but since the profilesonly available from certain sites and at
certain times, additional profiles can improve tjuality of the regression. This type of
improvement has been made to the GOES Sounder Qigothm on a recurring basis for the
last several years as new collocated profiles bageme available from various sources.

6.3.2 0Ozone over low clouds

Low, relatively warm cloud tops emit strongly enbiig the long-wave infrared to make ozone
estimation possible. This improvement will requareadditional set of regression coefficients

and modifications to the processing in the algarmitbut the changes are relatively minor to the
software. This improvement is being researched.

6.3.3 Missing inputs

The current ozone algorithm is unable to functiocoperly if inputs are missing — regression
with one set of coefficients does not allow forTo allow for graceful degradation scenarios
where acceptable performance can be achieved withithout certain inputs will be examined.
Not all scenarios can be realistically accountedidat cases such as missing temperature
profiles or the loss of certain bands can be adécks
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Appendix 1: Common Ancillary Data Sets

1. LAND_MASK_NASA 1KM

a. Datadescription

Description: Global 1km land/water used for MODIS collection 5
Filename Iw_geo_2001001_v03m.nc

Origin: Created by SSEC/CIMSS based on NASA MODIS catech
Size 890 MB.

Static/Dynamic: Static

b. Interpolation description

Theclosest point is used for each satellite pixel:

1) Given ancillary grid of large size than satellitélg
2) In Latitude / Longitude space, use the ancillariaddosest to the satellite

pixel.

2. NWP_GFS

a. Datadescription

Description: NCEP GFS model data in grib format — 1 x 1 de@8&0x181), 26
levels
Filename gfs.tHHz.pgrbfhh
Where,
HH — Forecast time in hour: 00, 06, 12, 18
hh — Previous hours used to make forecast: 0M®&39
Origin: NCEP
Size 26MB
Static/Dynamic. Dynamic

b. Interpolation description

There are three interpolations are installed:

NWP forecast interpolation from different forecasttime:

42



Load two NWP grib files which are for two differeiorecast time and
interpolate to the satellite time using linear iptdation with time difference.

Suppose:

T1, T2 are NWP forecast time, T is satellite oleagon time, and
T1<T<T2. Yisany NWP field. Then field Y atsllite observation time T
is:

Y(T)=Y(T1) * W(T1) + Y(T2) * W(T2)
Where W is weight and

W(T1)=1-(T-T1)/(T2-T1)

W(T2) = (T-T1)/ (T2-T1)

NWP forecast spatial interpolation from NWP forecas grid points. This
interpolation generates the NWP forecast for the gdallite pixel from the
NWP forecast grid dataset.

Theclosest point is used for each satellite pixel:
1) Given NWP forecast grid of large size than satetiitid

2) In Latitude / Longitude space, use the ancillaaddosest to the
satellite pixel.

NWP forecast profile vertical interpolation
Interpolate NWP GFS profile from 26 pressure level$01 pressure levels

For vertical profile interpolation, linear interadion with Log pressure is
used:

Suppose:

y is temperature or water vapor at 26 levels, dilys temperature or water
vapor at 101 levels. p is any pressure level betvpée and p(i-1), with p(i-1)
< p <p(i). y(i) and y(i-1) are y at pressure lepé) and p(i-1). Then y101 at
pressure p level is:

)1/]1())1(P) = y(i-1) + log( p(i] / p[i-1] ) * (y[i] -yi-1] ) / log (p(i] / p[i-
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