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ABSTRACT

This Algorithm Theoretical Basis Document (ATBD) sdebes the physical and
mathematical basis of the algorithm developed toesee the Downward Longwave
Radiation: Surface (DLR) by the Advanced Baseline Imager (ABI) onboard the
geostationary satellite GOES-R. The DLR algoritlerderived from the ABI-retrieved
temperature profile, total column precipitable watnd surface temperature. The DLR
retrieval is performed for clear-sky condition dwethe unavailability of the cloud base
information from ABI cloud retrieval. Algorithm eltaation was conducted with various
proxy data and ground truth observations. It issshthat this algorithm could meet the
F&PS requirements.
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1 INTRODUCTION

The downward longwave radiation at the surfacééstbtal downward thermal radiative

flux density emitted and reflected by the atmosplikat reaches the earth’s surface. It is
one of the four radiative flux components that detee the radiation budget at the

earth’s surface. The other three radiative fluxesthe upward longwave radiation, the

incoming solar radiation (insolation), and theeeted solar radiation.

1.1 Purpose of This Document

The Earth Radiation Budget (ERB) Downward Longwd@diation: Surface (DLR)
algorithm theoretical basis document (ATBD) prog@ehigh level description of and the
physical basis of the algorithm developed by theli&&on Budget Application Team
(AT) of the GOES-R Algorithm Working Group (AWG)rfthe estimation of DLR at the
earth’s surface. The ATBD provides the observingteam overview, algorithm
description, explanation of test data sets and utsitppractical considerations for
implementation, assumptions and limitations for therformance assessment, and
references.

1.2 Who Should Use This Document

The intended users of this document are thoseestin in understanding the physical
basis of the algorithms and the error charactessif this product. This document also
provides information useful to anyone maintainingrmdifying the original algorithm.

1.3 Inside Each Section
This document is broken down into the following maections.

* System Overview: Provides relevant details of the ABI and providedrief
description of the product generated by the albgorit

» Algorithm Description: Provides all the detailed description of the &alhm
including its physical basis, its input and output.

* Assumptions and Limitations: Provides an overview of the current limitatioris o
the approach and gives the plan for overcomingethigsitations with further
algorithm development.

» Validation: Provides summaries of up to date validation tesad descriptions
of error characteristics.

1.4 Related Documents

This document relates to the references given gimout and to the GOES-R Mission
Requirements Document (MRD), and the GOES-R Gro8egment Functional and
Performance Specification Document (F&PS).
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1.5 Revison History

Version 0.1 (Aug. 15, 2008)
The Version 0.1 ATBD draft accompanies the delivefyhe Version 1 algorithm code
package to the GOES-R AWG Algorithm Integration MgaIT).

Version 1.0 (Sep. 26, 2009)

Version 1.0 describes the algorithm at the 80% F&RSuirement level, and
accompanies the delivery of the Version 4 algorittade package to the GOES-R AWG
Algorithm Integration Team (AIT).

Version 2.0 (Sep. 5, 2010)

Version 2.0 describes the algorithm at the 100% $&Rquirement level, and
accompanies the delivery of the Version 5 algorittade package to the GOES-R AWG
Algorithm Integration Team (AIT). Newly implementddatures include the lapse rate
threshold and the graceful degradation for surtacgperature input. This revision also
includes the definitions of metadata, quality flagysd diagnostic output.

2 OBSERVING SYSTEM OVERVIEW

This section provides an overview of the retriesaahtegy, the algorithm, and the input
needed. It also describes the products generatdoebgigorithm and the requirements it
places on the sensor.

2.1 Product Generated

The algorithm generates a single product, the Daavdv.ongwave Radiation at Surface
(DLR) product. DLR is the total downward thermadiative flux density arriving the
earth surface from the atmosphere above it wherest of this radiation is emitted by
the atmosphere, primarily by gases and clouds.eTlsenlso a very small contribution
from the surface in the form of the fraction of wgrd surface emission that is reflected
back to the surface by the overlaying atmospherghé DLR retrieval algorithm, the
reflection component is neglected. DLR is giveth@ units of watts per square meter.

DLR strongly depends on the moisture and temperaitofiles of the atmosphere. Since
these profiles will only be available for clear-ghixels from ABI, retrieval of DLR from
the current algorithm will not be performed for wtty pixels. Calculation of DLR will
also be limited to slant path observations to witthie local zenith angle limit of the
sounding retrievals.

2.2 Instrument Characteristics
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The final channel set used for retrieval is stdify determined as the algorithm is further
developed and validated. Table 2-1 summarizes tBé ¢hannels relevant for DLR
retrieval. The ABI DLR F&PS requirements are listed’able 2-2.
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Table 2-1. ABI channel numbers and wavelengthvagleto the ABI DLR retrieval.

Chann Wavﬁengt Hor. Upper and lower 50% response Noise @ Max. Used for
e 1D VIS Res. points (in microns) Ref. Level DLR
1 0.47 1km 0.45+0.01 - 0.49+0.01 300/1 | 100 %
2 0.64 0.5km 0.59+0.01 - 0.69+0.01 300/1 | 100 %
3 0.865 1km 0.8455+0.01 - 0.8845+0.01 300/1 | 100 %
4 1.378 2km | 1.370540.005 - 1.3855+0.005 | 300/1 | 100 %
5 1.61 1km 1.58+0.01 - 1.64+0.01 300/1 | 100 %
6 2.25 2km 2.225+0.01 - 2.275+0.01 300/1 | 100 %
7 3.90 2km 3.80%0.05 - 4.00+0.05 0.1K 400 K
8 6.185 2km 5.77+0.03 - 6.6+0.03 0.1K 300K v
9 6.95 2km 6.75+0.03 - 7.15+0.03 0.1K 300 K v
10 7.34 2km 7.24+0.02 - 7.44+0.02 0.1K 320K v
11 8.5 2km 8.3+0.03 - 8.7+0.03 0.1K 330K v
12 9.61 2km 9.42+0.02 - 9.8+0.03 0.1K 300 K v
13 10.35 2km 10.1+0.1 - 10.6%0.1 0.1K 330K v
14 11.2 2km 10.8+0.1 - 11.6%0.1 0.1K 330K v
15 12.3 2km 11.8+0.1 - 12.8+0.1 0.1K 330K v
16 13.3 2km 13.0+0.06 - 13.6+0.06 0.3K 305 K v
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Table 2-2 F&PS requirements for the ABI DLR product

o = IS 1< % o QC|'.$T
o sz £8%> g5 T8 2% 2s | 2% gpo 8 L
g 5 Cp2|£3 82|85 55 =5 £3E g3 ¢
C 82 =22 g +§ £% 78 | g8 ESF 8% <
- § Og | a |Ex =< < 2 |%S
~ = = o 04 8—
Downward | GOES-| C N/A 25 5 km | 50-750 | 25 W/nf | 60 5 min | 3238
Longwave | R km W/m? | for min sec
Radiation: known
Surface cloud
fraction
Downward | GOES-| FD N/A 25 4 km | 50-750 | 25 W/nf | 60 5 min | 806
Longwave | R km wW/m? | for min sec
Radiation: known
Surface cloud
fraction
525 |85 2y | 85| s8u
505 S © = W= SR== S 5=
8573 203 83 1 B85 T
c§s |833| 335 |3283| €45
OO o) = O
= & O
20 Winf for Day and | Quantitative | N/A Over specified
known cloud | Night out to at geographic ared
fraction least 70
degrees
LZA
20 W/nf for Day and | Quantitative | N/A Over specified
known cloud | Night out to at geographic ared
fraction least 70
degrees
LZA

3 ALGORITHM DESCRIPTION

3.1 Algorithm Overview

The surface downward longwave radiation (DLR) isivaiel by a physical-statistical
method using inputs from satellite retrievals. Dgrithe development, two algorithms
were tested: the University of Maryland Cooperativaitute for Climate Studies (CICS)
algorithm (Lee and Ellingson, 2002) and the NASAngley Parameterized Longwave
Algorithm (LPLA) (Gupta, 1989).
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After careful evaluation and testing of both algums, the LPLA algorithm has been
selected as the ABI DLR retrieval algorithm.

3.2 Processing Outline

The processing outline of the DLR is summarizedhia Figure 3-1. This processing
scheme is applied to each pixel.

ABI_DLR start

Initialize variables

!

Static Ancillary Data Static Ancillary data:
l 1. DLR Regression coefficients
—'l Process each pixel \L—‘
|
Yes No
v

/ Ancillary Input / Ancillary Input parameters:

arameters
P 1.  Surface Pressure (hPa)

2.  Surface Temperature (°K) — LST / SST
3. Vertical Temperature profile (°K)
4.  Total Precipitable Water (mm)

r

Calculate DLR

I

Write DLR

ABI_ DLR
end

Figure 3-1 High Level Flowchart of the ABI DLR algthm illustrating the main processing sections.

3.3 Algorithm Input

This section describes the input needed to prates®LR. The DLR derivation is for
each pixel independent of the surrounding pixels.

3.3.1 Primary Sensor Data

By primary sensor data, we mean information thatlésived solely from the ABI
observations and geolocation information.
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The DLR algorithm does not require ABI radianceadd@ther level 1b data used are
listed in Table 3-1.

Table 3-1. ABI primary sensor input data used lgyDihR algorithm.

Name Type |Description Dimension

Latitude input | Center latitude grid (xsize, ysize)

Longitude input | Center longitude grid (xsize, y3ize

View input | ABI local zenith angle grid (xsize, ysize)

geometry

QC flags input OIABI quality control flags with levdlb| grid (xsize, ysize)
ata

* Grid (xsize and ysize) are the output grid dimensthat is product specific and is
determined by the post processing.

3.3.2 Ancillary Data

The algorithm uses two types of ancillary data:
» Static Non-ABI Data: regression coefficients (TaBi2)
 ABI Derived Data: Temperature profiles, total ppetaEble water, surface
pressure, surface temperature (Table 3-3)

3321 Static Data
The static data are the regression coefficientderbéo calculate DLR (Table 3-2).

Table 3-2. Regression coefficients.

Name Type |Description Dimension
Regre_s_slon input | ABI DLR regression coefficients Floating number: 7
Coefficients

3.3.2.2 Derived Data

Derived data includes vertical profile of temperafutotal column precipitable water,
surface temperature, and surface pressure (Tabje 3-
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Table 3-3. Temperature profile, total precipitalater, surface pressure and surface

temperature.

Name Type |Description Dimension

Temperature Floating number

Profilpe input | ABI retrieved Temperature profile Array no. of
sounding levels

Total

Precipitable |input | ABI retrieved total precipitable water | Floating number

Water

SUEEE input | ABI retrieved surface pressure Floating number

Pressure P P g

SlEEe input | ABI retrieved surface temperature Floating number

Temperatureg P P g

3.4 Theoretical Description

The downward longwave radiation (DLR) reaching sheface is the result of the atmospheric thermal
emission and reflection. The reflection componsmedgligibly small because the scattering of thérma
radiation is very weak in the atmosphere that madiation is governed by the absorption/emissiah an
transmission. The radiative transferring of the DisRdetermined by the vertical distribution of the
molecules, their optical properties, and tempeeastiructure. Among gas form molecules, water vapor,
due to its optical property and variability, is tm@st important as it accounts for a significant pathe
clear sky DLR variation. For clear sky, the vertidstribution of the atmospheric temperature wegh

by the distribution of the molecular optical transsivity determines an effective atmospheric emti
temperature that can be applied to the Stefan-B@itn law to estimate the DLR.

3.4.1 Physicsof the Problem
The DLR is related to the downward specific intgndi,(z=0,-1) at the earth’s surface in an axial-
symmetric atmosphere as

DLR= 271.[LW I:IV(ZZO,-,U) pududv (3.4)

where = cos@), 6 is the local zenith angle, ands the wave number or frequency that is integrated
through the longwave spectrum, typically in wavenber 0 to 3000 crh
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For clear sky condition, the specific intensity,(z= 0;-4) that reaches the surface coming off a local

zenith angled from a plane parallel, horizontally homogeneous aon-scattering atmosphere in
local thermal equilibrium can be expressed as,

OU(OZ ) 4,

l,o@=0:-4)= | " B,(2) (3.5)

where B,(z') is the Planck function evaluated at wave numbweith the temperature at leved , and
[, is the monochromatic transmittancg. denotes the top of the atmosphere.

v

The parameterization of the atmospheric downwargsaon in the LPLA DLR algorithm is explained
below. Details of the temperature and moisture ilgraktrievals are in the Soundings ATBD. For
consistency, the skin temperature will be takemftbe Sounding product.

3.4.2 Mathematical Description

The monochromatic downward longwave flux from aacleky can be expressed as

d]Fv (O Z )

=-["mB,@) =L (3.6)

where DFV(O,Z')EZI:DV(O,Z';—,U),Ud/J is the monochromatic flux transmittance of the @phere.

One can always find a mean emissiBp such that

FVlO — ﬂgv(l_ DE:(\),'Z()) (37)

(1-0%%) is the monochromatic flux emittance of the atmasph assuming the reflectivity is
negligible. The mean emission is defined by

.[ ﬂB( )d]Fv(OZ)dZ

G-

7B, (3.8)

Integrating the monochromatic flux over the fulesprum produces the total flux, DLR:
DLR= j F, o dv= jnB (1- 0C4))dv (3.9)

One can always find an effective temperaflisewith a corresponding effective emissivy; such that

0T = | 7B,(T,q)dv= [ 7B, dv (3.10)
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and,

[ 78,@-08)dv
Egy = —
! _|'nBV dv

(3.11)

whereo is the Stefan-Boltzmann constant.

Therefore, DLR is now equivalent to a grey body s=ioin characterized by the effective emitting
temperatur@es and an effective atmospheric emissiegy:

DLR= &, (0TS, (3.12)

The LPLA DLR algorithm formulation follows the Staf-Boltzmann law for a grey body in that it
estimates the effective atmospheric emissivity #mel effective emitting temperature. The LPLA
deviates slightly from the Stefan-Boltzmann lawthat the emission temperature is raised to the powe
3.7 instead of 4. The regression coefficients wagtermined using data sets derived from radiative
transfer model calculations with given collectimisounding samples.

The variation of this brightness temperature réflébe variation in the low tropospheric tempermatur
structure that is modulated by the distribution antbunt of water vapor. The atmosphere is assumed t
be a grey body with an effective emissivity thatrresponds to the defined effective emitting
temperature. This effective emissivity is goverr®d the distribution and amount of water vapor,
especially in the lower troposphere. The effecewassivity is parameterized as a function of thalto
precipitable water as a proxy to account for theralv water vapor modulation effects.

The LPLA clear sky DLR algorithm defines the effeet atmospheric emitting temperature as the
weighted average of surface temperature and theetletures of the two lowest atmospheric layers (150
hPa of thickness). It writes,

DLR,, = (A, + AV + AV* + AV 0. (3.12)
Te = ksTs + k1T1 + kZTZ (313)
where V = In(PW)

DLR, -—clear-sky surface downward longwave radiative flexsity (Wn¥)
T, —Effective emitting temperature (°K)

e

T, = Surface Temperature (°K)
T, = Layer 1 (Sfc-850hPa) Temperature (°K)
T, = Layer 2 (850-700hPa) Temperature (°K)

PW — total column precipitable water (mm-atm)
ki's andAy's — regression coefficients

The regression coefficients currently used are:
Aop=1.791e-7, A=2.093e-8, A=-2.748e-9, A=1.184e-9
We=0.5, W=0.4, W,=0.1
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The emissivity term is parameterized as“8der polynomial function of total precipitable tea The

Stefan-Boltzmann law was slightly modified in theywthat the emitting temperature is raised by a
power of 3.7 instead of 4 as this minimizes redgoes®rrors. The radiation data sets used in the
regression analysis were simulated with the radidtiansfer model developed by Darnell et al (1983)

The detailed description of the LPLA DLR algorittwan be found in Gupta, 1989.

Algorithm M odifications

During the validation studies, we found that the agskin temperature to define the effective angtt
temperature could cause biases under certain camslithat mostly related to strong discontinuity
between the skin and surface air temperatureswApmecedure was devised to correct this problem.

Gupta et al. (2010) devised a lapse rate thredoolthe lowest layer to10°K/100hPa. This reduces th
overestimation oDLR for superheated surface conditions. The performagsessment is basically
unchanged — the standard deviationbeR differences is slightly improved from 12.5 Whio 12.2

Wm2, Figures 3-2, 3-3, and 3-4 show the effects ardrtiprovement of applying this procedure to the
DLR retrieval.

In ABI DLR implementation, we defines the lowest layer asldélyer between surface and the lowest
sounding level that is at least 25 hPa away froenstirface pressure. This guaranties that the Iapse
test is applied to a layer at least 25 hPa thick.

10

Surface Temperature Adjustment (°K)

| | | |
0 3 6 9 12 15 18 21 24
Local Time (hr)

Figure 3-2 Surface temperature adjustment in resptmthe application of lapse rate threshold, shasva function of local
time. The lapse rate threshold resulted in nea®@RK3of reduction in surface temperature aroundltical noon that in part
reduced the over-estimation of the noontime DLR.

DLR Adjustment (Wm®)

| | a | |
0 3 6 9 12 15 18 21 24
Local Time (hr)
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Figure 3-3 DLR adjustment in response to the appba of lapse rate threshold, shown as a funaifdocal time. The lapse
rate threshold resulted in up to about 10 Wai reduction in DLR around the local noon thatpiart reduced the over-
estimation of the noontime DLR.
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Figure 3-4 Original (i.e., without lapse rate tirelsl) DLR estimation errors plotted as a functidrthe DLR adjustment
amount by applying the lapse rate threshold. Th@icgiion of lapse rate threshold reduces the DMBrestimation errors
by about 20% to 50%, depending on the site and stheyic conditions.

3.4.3 Algorithm Output

3.4.3.1 Output

The algorithm output is the downward longwave radiaflux density at the earth’s surface with the
unit of Wm The ABI DLR retrieval is performed on the pixelel. These pixel values are averaged
into the specified horizontal resolution at the duret packaging stage. To be consistent with the
horizontal resolution of the radiation products LR good quality values are averaged within the
required spatial grids (latitude and longitude mgtdar grid). The spatial resolution of these giisls
such that they accommodate the horizontal spasdlution requirements listed in Table 2-2 with the
assumption that one degree in latitude and longitsjpace equals 100 km. To meet the 60 minute
Mode 3 refresh requirement, the DLR product onlgdseto be run once every hour.

3.4.3.2 Quality Flags

* For ABI DLR algorithm, the QC flags are three twgtdintegers:
0 QC_INPUT: 16-bit integer containing input and defgi@gon quality flags
o0 QC_RET: 16-bit integer containing retrieval quafipgs
* The bit values are defined to start from the lsagtificant bit.
» The QC Flags are diagnostic output on the 5x5 pitealsis (following sounding unit target
definition)

QC_INPUT: Input

Bit Quality Flag Name z/leerir}i(?egfaul ) one

o |ocwuTsounp | yale lemerie Sandnbmield e o
1 QC_INPUT_TPW Valid TPW product input Lr;]"eag:g TPW product (QC flag
2 QC_INPUT_LST Valid LST input Invalid LST (QC flazheck)

3 QC_INPUT_SST Valid SST input Invalid SST (QC flaweck)

4 QC_INPUT_PS Valid surface pressure input Lr;]\;il:g surface pressure (range
5 QC_INPUT_TSFC Valid satellite surface tenjp- Bo®ilLand SST are invalid




erature retrieval (LST or SST) |s
available
Surface temperature is obtainedxtrapolated surface ajr
6 QC_INPUT_TAIR from LST or SST temperature is used
7
8
9
10
11
12
13
14
15

QC RET: Succesg/failure of retrieval
Bit Quality Flag Name

Meaning

zero (default)

one

0 QC_RET_OVERALL

Overall success of retrieval

Ovieialure of retrieval

1 QC_RET_INPUT

Valid input parameters

Retrieval failed due to invalid
input

2 QC_RET_OUTPUT

Valid DLR output

Retrieval failed due to invalid
DLR output (out of range)

3 QC_RET_LRATE

exceeded

Lapse rate threshold is thapse rate threshold exceeded.
Adjustment of

surface
temperature is performed.

~N (oo~

3.4.3.3 Metadata

These Metadata provide quick tracking of produopprties over the respective domains.
They are derived for each hourly map.

Conus Product

Name Description Data Type
META_DLR_CN_MEAN Mean DLR over Conus domain Real*4
META DLR _CN_STD Standard deviation of DLR over Cenu | Real*4
META_DLR_CN_MAX Maximum DLR over Conus Real*4
META_DLR_CN_MIN Minimum DLR over Conus Real*4

META_DLR_CN_VALID

Percentage of DLR with each QAafl | Real*4

value
Full Disc Product
Name Description Data Type
META DLR FD MEAN Mean DLR over FD domain Real*4
META_DLR _FD_STD Standard deviation of DLR over FD Real*4
META_DLR_FD_MAX Maximum DLR over FD Real*4
META DLR FD MIN Minimum DLR over FD Real*4
META_DLR_FD_VALID Percentage of DLR with each QAafl| Real*4

23
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| value

3.4.3.4 Diagnostic Output

The parameters defined here are the diagnostiabthipt will be generated for product validatiordan
verification purposes.

For each of the output grid boxes at the produtiilduesolution:

Name Description Data Type Dimension
NUM_DLR_RET Number of successful DLR retrievals |dhteger*2 grid (xsize,
pixel level ysize)
STD_DLR_RET Standard deviation of DLR retrievals aRé grid (xsize,
ysize)

* Grid (xsize and ysize) are the output grid dimenghat is product specific and is determined hogy t
post processing.

4 TEST DATA SETSAND OUTPUTS

4.1 Simulated/Proxy Input Data Sets

The ABI candidate DLR algorithm was evaluated prtgausing the GOES Sounder sounding
retrievals collocated with the Eppley Precisiorrdnéd Radiometer (PIR) observations from SURFRAD
networks. The GOES Sounder sounding retrievalshexaretically better than the future ABI algorithms
because ABI lacks sufficient number of £€hannels.

The GOES Sounding product was used as the prinoarggate data source to evaluate the surface DLR
algorithms. This allows assessment of the algorigerformance with regard to the diurnal variation
that the MODIS validation lacked. GOES sounderigetls and SURFRAD ground observations were
collocated within 0.5° radius of the ground stasiomith a 15 minutes temporal window. Figure 4-1
shows an example of GOES-East and GOES-West seanghe US CONUS area. The surface LW
ERB parameters were estimated from the Soundedsmmee observations and the retrievals. The
sounding retrievals are available only for cleay slonditions. Operational GOES 11/12 Sounder
retrievals from Jan 4 to Sept 30, 2008 were cotextavith the SURFRAD ground observations. Since
the GOES sounder can only derive sounding for ct&strcondition, clear sky condition is therefore
assumed whenever GOES sounding is available.
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q1.08003.10017 q2.08003. 10487

Figure 4-1 Examples of the coverage of GOES Sognditrievals (blue) related to the ground statifresl) in SURFRAD
and ARM networks. Although the GOES Sounders mdlgervations at every 30 minutes interval, the smgndroduct is
only available by hourly.

Collocation Requirements
The spatial collocation is more stringent for th@ES test to minimize scene-mismatching errors. &hes
are the spatial collocation and temporal homoggmeguirements:

» Distance is less than 0.05 degrees in lat/lon iiffees between GOES FOV and Ground site

« Standard deviation of ground observed DLR in 15utgs is less than 3 W

Spatial and temporal collocation:
» Distance is less than 0.05° between GOES FOV andr@rsite
» Ground observations are averaged over a 15-mintgeval that encompass the satellite
scanning observations.

Temporal and spatial homogeneity tests:
» Standard deviation of ground DLR observations inmiButes interval (from five 3-minute
averages) needs to be smaller than 33Vm
» Standard deviation of satellite DLR retrievals fcircle surround the surface stations needs to
be smaller than 10 W

Empirical cloud contamination removal:
+ The cases that have netLW < 30 Ware considered cloudy sky condition and were rezdov
This threshold is chosen arbitrarily.

4.2 Output from Simulated/Proxy Inputs Data Sets

The LPLA algorithm was implemented using nine menitorth of GOES Sounder retrievals to estimate
DLR. The inputs for the LPLA are the temperatudalt precipitable water, skin temperature, and
surface temperature. The GOES-estimated DLR ispeoed to the Precision Infrared Radiometer
(PIR) downwelling thermal flux measurement fromes@SURFRAD sites. Figure 4-2 shows the scatter
plots of the satellite-estimated DLR from LPLA afijloms, respectively, compared to the SURFRAD
ground measurements. The DLR comparison statiatiedisted in Tables 4-1. For reference purpose,
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Table 4-2 shows the previously established errimeses for LPLA using ARM and BSRN/CMDL
ground observations and this shows that the GOkE@Bdsy based DLR retrievals have comparable
errors.
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Figure 4-2 Comparison of GOES Sounder-based DLiat#s against SURFRAD observations for homogenelaas sky
scenes.

Table 4-1 DLR comparison statistics. Note that dpparent cloud contaminated cases were eliminated
with the empirical filtering on the surface Net Lillxes.

Mean STD RMS N
WwWm? | (Wm?) | (Wm?
LPLA minus SURFRAD -6.8+0.2 125 14.2 2813

Table 4-2 Error statistics for comparisons betw&dBRES-retrieved and ground measured surface
downward LW fluxes.

Clear-Sky LW Flux Statistics
Bias RMS
# pts. (Wm?) (Wm3)

ARM/SGP 2061 -4.6 206

BSRAN/CMDL | 306 -11.9 189

All-Sky LW Flux Statistic

ARM/SGP 4787 -21 20.8

BSRN/CMDL | 1364 -8.3 18.6
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Empirical Cloud Filtering

Although the GOES sounder only performs retrievhew it is identified as clear sky
condition, there are times that could have misifieation and this resulted in large DLR
errors in some of the collocated samples. The Nétid very sensitive to the presence of
cloud and we use the ground observed Net LW asasune to remove the cloudy cases.
A threshold of 30 WM was set to filter out cloud-contaminated sampfégure 4-3
shows the relationship of the DLR errors as fumcbbthe net LW.
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o

&
o
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i

DLR Differences (Wm™)
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o
o
S

-150
-50 0 50 100 150 200 250 300

Net LW Flux (Wm™®)

Figure 4-3 DLR errors are shown as a function ef shrface net LW where the low net LW values are
usually associated with the presence of low clouds.

The match-up data sets seem to contain many clontminated cases that can be easily
spotted on the time series plot (Figure 4-4). Thevvard solar radiation can easily
indentify the presence of cloud during daytime. Tgresence of clouds can also be
identified with the spiked or strong increase owdward LW fluxes and therefore with
relatively smaller net LW fluxes. Although it is ggble to remove outliers during the
validation study, the scene-misidentification iventheless always a possible source of
mismatch errors. These cloud-contaminated casgsaatially responsible for the overall
under-estimation in current results.
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Figure 4-4 Examples of the time series of SURFRAR fneasurements and GOES DLR estimates. LPLA
DLR (orange diamond); PIR downwelling thermal raidia (white curve); PIR upwelling thermal radiation
(yellow curve); PSP downwelling solar radiation]ugs scaled by one tenth (cyan curve). The typical
errors resulted from misidentification of cloudynciitions as clear were shown in Day 26.

Local Time Dependence

The diurnal features could be caused by the etraracteristics of the sounding retrieval
(near surface air temperature, skin temperaturet@ad precipitable water), the satellite
algorithms, or in the calibration of ground obséias. It is more likely that this is
caused by the diurnal errors in satellite soundiatrievals, or the implicit error
embedded in the algorithms that relates to thepropiate estimate of atmospheric
emitting temperature for a heated surface duriegafternoon period.

Figure 4-5 shows the local time dependent erroradheristics in the satellite-derived
DLR that appeared to have a positive bias neandoatime.
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Figure 4-5 Satellite DLR estimation errors are sh@g functions of the local time. The DLR estimatio
seems to have local time-dependent biases whenarechfo the SURFRAD ground observations.

Investigation of Error Sources

The possible error sources bR retrieval reside in the input parameters as wethe
algorithm parameterization. The input parametectute the input parameters: surface
temperature, surface pressure, temperature prdafild, total precipitation water. The
presence of clouds can always mislead the valida@sults. We use the surface and
RAOB observations to assess the errors.

Total Precipitable Water (TPW)

To investigate how the satellite retrieved is remlole for the DLR errors, we compared
the satellite retrieved PW to that from the RAOBishare profile. The comparison of
PW between GOES retrieval and RAOB showed thatGB¥ES retrieval is in average
about 0.11 cm higher than the RAOB. (Figure 4-6)

PW Differences (cm)
GOES minus RAOB

Local Time (Hr)

Figure 4-6 Difference of the precipitable water vietn GOES retrieval and RAOB. GOES total
precipitable water for the seven SURFRAD sitesdasean 0.11 cm bias compared to the RAOB. Except
with slightly larger degree of spread during laéiernoon hours, the PW differences do not seehate
diurnal dependence that could explain the DLR stror

When using RAOB total precipitable water, the DLStirmate will be lowered in average
by about 5.5 WM. This resulted in even bigger negative biaseshan GOES DLR
estimations, thus this cannot explain the overatlative underestimate problems. The
PW retrieval errors did not show strong diurnalefegence, either.

Cloud contamination

The presence of clouds in the scope of the grolwwkrgation usually increases the
amount ofDLR, causing negative biases in “clear-sky” satelit&rk estimations. This
effect is illustrated in Figure 4-7.
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Figure 4-7 DLR differences between satellite reale and ground observations are plotted as aiumof
the standard deviation of the satellite clear skjrRDetrievals within 0.5° radius of the ground &ias. The
linear fit shows a negative slope, indicating tffects of scene in-homogeneity on the estimati@sés.

In-situ surface temperature

The errors in the input parameters will enter th& estimation in various degrees of
magnitude. Surface temperature is one of the semgrameters (see Figure 4-8). We
experimenDLR retrievals with in-situ observations to determihe error properties.
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Figure 4-8 Examples of DLR errors in relation wihrface temperature retrieval errors in clear sky
condition. The red triangle symbol indicate theface air temperature observed in the 10 m towéheat
station, while the green dot indicates the sateHétrieved surface temperature. (Note that thespire
levels of the two symbols can be different thathis error in the surface pressure analysis thdlitate

retrieval used) A significant portion of the DLR@s can be attributed to the surface temperattnas
in these scenarios (see stats at the bottom lefecin each plot).

We use the air temperature measurements on theefd-rtower at the station to
represent the surface temperature. Th& retrieval using 10-m air temperature to
represent surface temperature have significantfyrawved the accuracy, with a standard
deviation of about 9 Wify compared to about 12 Wnwhen using GOES-retrieved
surface temperature (Figure 4-9). And, most impulya the diurnally dependermiLR
retrieval errors previously seen are now disapge@fgure 4-10). This strongly suggests
that the GOES skin temperature retrieval (as datiesounding product) is the primary
error source that causes the diurnally depenmliggterrors in our assessment.

The DLR errors are also shown to be dependent enotial precipitable water. It is not
clear at this point whether this is caused by tierg in the moisture profile retrieval or

the representativeness errors in the algorithmnpeaterizations (Figure 4-11). Note that
in this experiment, the station reported surfa@sgure was used.
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Figure 4-9 Comparison of satellite retrieved DLRsus the ground observations. The satellite DLR
retrievals use the 10-m air temperature to reptebensurface temperature. It is clearly shown thate
DLR retrievals are much more accurate than thoswysatellite-retrieved surface temperatures.
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Figure 4-10 Using the 10m air temperature as théac® temperature input for DLR retrieval nearly
entirely removed the diurnal dependence of ertoas were previously seen. This strongly suggestistiie
GOES skin temperature retrieval (as part of then8img product) has diurnally dependent errors.
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Figure 4-11 This plot suggests that the DLR erseem to be dependent on the total precipitablerwate

In-situ surface temperature and RAOB temperaturstune profile

To further pin down the errors in the input paraengtwe performed theLR retrievals

using the surface observed 10-meter air temperandethe RAOB temperature and
moisture profiles. The SURFRAD data center derittetlRAOB profiles interpolated to
the stations from the 00Z or 12Z RAOB observatidast this experiment, a 3-hour



33

window is adopted to temporally collocate RAOB gesf with the SURFRAD
observations.

Unexpectedly, theLR retrieval performances with the RAOB profiles ac¢ as good as
using satellite sounding retrievals — with a stadd#eviation in DLR differences of 12.4
Wm versus 8.8 Wi in previous case (Figure 4-12). Note that the nemuf cases is
greatly reduced due to the temporal collocatioftrict®n and this might be responsible
for the slightly increased standard deviations. BH®ur temporal collocation window
may also be partially responsible for the increasezkrtainties.

The dependence of DLR estimation errors on thé po&xipitable water is more clearly
shown, qualitatively consistent with the in-situfage temperature experiment (compare
Figures 4-11 and 4-13). This requires further stioadgonfirm if this problem is related to
the parameterization of the effective atmospharicssivity.
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Figure 4-12 Comparison of satellite retrieved DL&sus the ground observations. The satellite DLR
retrievals use the 10-m air temperature and RAQHiIps.
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Figure 4-13 DLR errors are shown to be stronglyemelent on the total precipitable water, with a
correlation of 0.32. This is consistent with theeypous experiment that only uses in-situ surface
temperature. This seems to suggest representativeareors in the LPLA algorithm effective emissjvit

parameterization that we need to pursue furtherstigations.

4.2.1 Accuracy and Precisions of Estimates

Table 4-3 summaries the estimated accuracy andasfedor the LPLA DLR algorithm
assessed with the nine months of GOES soundecdatpared to the SURFRAD ground
observations. These results indicate that the DIgdrdhm meets the F&PS 100%

requirements.

Table 4-3 F&PS requirement and the estimated DLdRiracy and precisions.

F&PS Algorithm Evaluation

wm? Accuracy| Precisiorn Rangel, Accuracy Precision

DLR 25 20 50-750 7 13 Offline

4.2.2 Error Budget

The LPLA DLR algorithms consider the DLR as the daoward emission from the
atmosphere as a grey body that reaches the earthcesu The effective emitting
temperature and a corresponding effective emigsarige parameterized with near surface
temperatures and total precipitable water.
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Assuming an emitting temperature of 288°K at enaigsbf one, the DLR error rate due
to the error in emitting temperature is about 5. %K ™. A 1% error in emissivity will
lead to about a 3.9 Wm-2 DLR error. On average,ni @nror in the total precipitable
water could introduce about 5 Wherrors in the DLR for LPLA parameterization.

Unit Test Readiness Results

The development and tests are performed on orbith®82.nesdis.noaa.gov — Linux
(2.33GHz 2 dual core CPUs with 2 GB memory/CPU, 2ii$k space). The machine is
physically located at NOAA/NESDIS/STAR within th&@ SR collaborative environment
and maintained by STAR IT.

A sample data set containing 1000 cases has bemh insthe Framework Software
Readiness Test. The input variables include surfacgerature and pressure and their
vertical profiles, and the total precipitable watEne reference DLR flux data provided is
derived from the offline system at CICS. The rasgltDLR flux values are exactly the
same as the offline results — Zero pixels differ.

5 PRACTICAL CONSIDERATIONS

5.1 Numerical Computation Considerations

DLR retrieval is performed on the pixel basis, ipeledent of other pixels. This is ideal
for vector processing. Although the flow chart mandesigned for pixel processing, it
would be more efficient to extend it to one scait, ot the next larger processing unit,
e.g., a granule.

5.2 Programming and Procedural Considerations

The DLR is a pixel-by-pixel algorithm. The LPLA eesky DLR algorithms require
ancillary inputs including temperature, total pp#eible water, surface temperature and
surface pressure. The DLR is part of the Earthatamh budget production modules and
should be located near the end of the ABI produactizain.

The ABI Sounding product is generated at a tar§éixb pixels. The Sounding products
will be sub-sampled to the underlying grids to pdevinput to DLR calculation on the
pixel basis.

The required surface temperature input is obtainech AWG retrievals of land skin
temperature (LST) or sea surface temperature (S8Tpriority order. When neither
product is available, an estimated surface temperas used (see Section 6.1.1 Graceful
Degradation).

5.3 Quality Assessment and Diagnostics

The following procedures are recommended for diaggpthe performance of the DLR.
* SURFRAD (near real time)
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* ARM (near real time)

* Routine/Operational Product Evaluation and Monitgrare necessary.

» Automatic analysis/statistics generated for colledaABI and reference sources,
including:

* CERES SARB (not available in real time)

* NWP surface analysis (LDAS and SST)

* QA Metrics/Flags to be defined.

5.4 Exception Handling

The DLR module will check validity of the ancillaigput data if flags were provided.
The valid range of DLR will also be checked. Thessmg value will be assigned when
calculation results are outside the allowed range.

5.5 Algorithm Validation

The validation reference data source are from thargl observation networks, including
the NOAA Surface Radiation network (SURFRAD) aned BOE Atmospheric Radiation
Measurement (ARM) network. These ground stationsvide downward longwave
radiative flux measurement at a very high frequesnay typically 3 minutes average data
is used for our validation purpose. The satellgéneated DLR were compared to the
concurrent ground observations at certain collocatrequirement to yield proper
representations of the product accuracy, consigeha spatial differences of these two
observing methods. As the product is clear sky ,cayg while cloud contamination can
introduce large errors, the effectiveness of cldiligring is very important to the
representativeness of the validation results.

6 ASSUMPTIONSAND LIMITATIONS

The following sections describe the current lim@as and assumptions in the current
version of the DLR.

6.1 Performance

The ABI DLR algorithms were mainly evaluated usswgrogate algorithms tested with
the GOES Sounder data. The evaluation was alsoucted with smaller amount of
MODIS observations (results not shown here). Whemlable, the evaluation of ABI
DLR algorithm with the simulated ABI radiance/prati will provide more

representative performance assessment.

The performance assessment of LPLA DLR retrievgoidhm suggests that this
algorithm could meet the F&PS requirements, witregiquality of the sounding product.
Further improvements in assessment can be mademwité rigorous cloud filtering. The
diurnal dependence in DLR errors is not fully ursiieod yet.

6.1.1 Graceful Degradation

The DLR algorithm uses the surface temperaturethadowest 300 hPa temperature
information to estimate effective emitting temparat The input for surface temperature
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is obtained from, in priority, ABI land skin tempg¢ure (LST) and ABI sea surface
temperature (SST) retrievals. There are case<ttiedr no retrieval is produced, e.g., in
the coastal zone, or, retrieval is failed. In thoases, extrapolated surface temperatures
are used. The surface temperature is estimatectbgpelating the temperatures of the
lowest two atmospheric levels to the surface lilyean height. Corresponding
degradation QC flag will be set accordingly.

6.2 Assumed Sensor Performance

The DLR derivation involves sounding retrieval puots. The effects of sensor
biases/noises on DLR retrieval quality cannot weatliy estimated.

6.3 Pre-Planned Product mprovements

The overall performance of the ABI DLR algorithm satisfactory. However, there
remains the diurnal dependent errors and overaikastimation. These are attributed to
the intrinsic algorithm deficiencies as well thepumh data errors. The DLR diurnal-
dependent error requires extensive investigationa fuller understanding.

6.3.1 Improvement 1

Implement lapse rate threshold to overcome ovemasibn for super heated surface,
e.g., desert or rock. This will improve the robess of the effective atmospheric
emitting temperature estimation. Ultimately, theigiding for the boundary layer

temperatures need to be opacity-dependent (orrwap®r dependent) such that it can
predict more accurately the effective emitting tenagure.

6.3.2 Improvement 2

Collaborate with Sounding team to investigate pgmesdiurnal errors for near surface
temperature and water vapor estimations.

6.3.3 Improvement 3

Perform validation using ABI simulation data andisding retrieval product. This is a
necessary step to separate input-related erroms that of the DLR algorithm since the
ad hoc algorithm adjustments for surrogate systey mot be valid for the ABI.

6.3.4 Improvement 4

Cloudy sky DLR can be generated when cloud amondtcoud base information is
available. At the moment, the cloud base is noABh product. Cloud base estimation
method can be employed to derive cloudy sky DLR.
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Appendix 1. Common Ancillary Data Sets

1. MDS L2 TPW _5KM _FILE

a. Data description

Description: MODIS L2 TPW 5km
Filename:
MODO7_L2.AYYYYDDD.HHMM.005.yyyydddhhmmss.nc /
MYDO7_L2.AYYYYDDD.HHMM.005.yyyydddhhmmss.nc.
Where,
MODO7_L2/ MYDO7_L2 - Level
2 Product Name from TERRA (MOD) /
AQUA (MYD)
A — Nothing to do here
YYYYDDD - 4 digit year plus 3 digit of Julian day
HHMM — 2 digit of hour and 2 digit of minutes in GIM
005 — Processing system version
yyyydddhhmmss — processing date/time
Origin: NASA DAAC
Size: 31 MB
Static/Dynamic: Dynamic

b. Interpolation description

Theclosest point is used for each satellite pixel:

In Latitude / Longitude space, use the ancillartaddosest to the satellite
pixel.

2. NWP_GFS

a. Data description

Description: NCEP GFS model data in grib format — 1 x 1 degree
(360x181), 26 levels
Filename: gfs.tHHz.pgrbfhh
Where,
HH — Forecast time in hour: 00, 06, 12, 18
hh — Previous hours used to make forecast: 00®&3)9
Origin: NCEP
Size: 26MB
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Static/Dynamic: Dynamic
b. Interpolation description

There are three interpolations are installed:
NWP forecast interpolation from different forecast time:

Load two NWP grib files which are for two differefarecast time and
interpolate to the satellite time using linear iptdation with time
difference.

Suppose:

T1, T2 are NWP forecast time, T is satellite oleagon time, and
Tl < T < T2. Y is any NWP field. Then field Y atatsllite

observation time T is:

Y(T)=Y(T1) * W(T1) + Y(T2) * W(T2)
Where W is weight and

W(T1) =1 — (T-T1)/ (T2-T1)

W(T2) = (T-T1) / (T2-T1)

NWP forecast spatial inter polation from NWP forecast grid points.
Thisinterpolation generatesthe NWP forecast for the satellite pixel
from the NWP forecast grid dataset.

Theclosest point is used for each satellite pixel:
1) Given NWP forecast grid of large size than satetiitid

2) In Latitude / Longitude space, use the ancillanaddosest to
the satellite pixel.

NWP forecast profile vertical interpolation

Interpolate NWP GFS profile from 26 pressure level401 pressure
levels

For vertical profile interpolation, linear intergdion with Log
pressure is used:

Suppose:
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y is temperature or water vapor at 26 levels, atflyis temperature
or water vapor at 101 levels. p is any pressurel lbetween p(i) and
p(i-1), with p(i-1) < p <p(i). y(i) and y(i-1) arg at pressure level p(i)
and p(i-1). Then y101 at pressure p level is:
y101(p) = y(i-1) + log( p[i] / p[i-1] ) * ( y[i] -y[i-1] ) / log (
p[i] / pli-1])



