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1. Executive Summary

The following report summarizes the activities and results from the 2013 BO&8ving

Ground Spring Experiment, which tooMHWpinace at
Norman, OK.Owing to a vacancy in the Storm Prettbhn Center (SPC)/HWT GOER Proving

Ground Liaison position, there wasaagereduction in Proving Ground activities in the

Experimental Forecast Program (EFP) jointly rurth®/SPC and NSSL. Subject matter

expertise and coordination of satellite aittes in the Experimental Warning Program (EWP)

were provided byAmanda Terborg (UWCIMSS/NOAA AWC), Chad Gravelle (UYCIMSS/

NWS OPG), andristin Calhoun (OUCIMMS/NSSL). This report focuses on Proving Ground
demonstration activities conducted in the EW

Budget restrictionforcedthe EWP experimento runonly three weekand included ¥isiting
scientistsand 18 NWS forecasters. As in previous yegtrsse individuals participated in real
time forecasting and warning exercises using a varietxpéimental GOESR products within
thesimulated shorterm forecast and wammg environment of the EWP.

2. Introduction

During the Spring Experimerforecasters and developers work togethersimaulated

operational environment whilgarticipating in feecast and waing generation exercises that use
new and emerging satellite tools. The ability to explore these newidblis this setting not

only allows forecasters to familiarize themselves with the new tools and prowvitdgpih

evaluation and feedizk (operations to research interactionQ#R), but alsogives the

developers the uniguspportunityto view their latest researth operationgR20) transfefrom

the perspective adnd usersDuring the 2013 experiment, operational forecasters froth the
National Weather Service (NWS) and the Air Force Weather Agency evaluated products and
provided feedbackn GOESR productsn the HWT.

This year, GOESR baseline and riskeduction products (Table 1) generated from current
satellitebased, landbased, and numerical mod®sed datasets were dentosied within a real
time AWIPSII framework within the HWTand includé cloudtop cooling (CTC) observations,
convective initiation (Cl) nowcaseenBloegg, t ot al
(RGB) imagery, and numerical moeimulated cloud and moisture imagery. Additionally,
analyses and-2 hour forecasts of stability products from the NearCast meeled available,
demonstrating the utility of satellite data in combination with other etstas provide unique
fused decision aid$:orecasters and participants provided feedback on these products-via real
time blogging throughout the experiment, online surveys, daily debriefings, and weekly
webinars.The feedbackgathered and discussed irtalebelow, is essential in idéfying

potential product improvements, product utiléynd productrainingneededrior to their
deploymenivhenGOESR becoms operationallyavailable

Themost significanthangeg o t hi s year 6s e pupimtosimmaimgt was t he
interactionswith the diverse user groups within the HWT and the broader weather community.



Most notable was the collaboration between EWP waraatigitiesand EFP forecasting

activities Each afternoarparticipants from the EWRIined those fronthe EFP for a
collaborativediscussion regarding current and expected hazardous convection. Such discussions
strengthened the relationship between thepgregramsand maximized the Operatiohs

Research feedback received from forecasters

To providea more efficienspin-up toexperimental activitieduring the week of their visit,

forecasters were provided with all training material prior to their arrivaixsndasked to

completethis duringan 8hour administratie shift at their hone office This material included

an assortment @rticulatematerial (typically a recorded PowerPoint or VISITView session

limited to 3@minutes in length for each product being demonstrated) and a Wewuérgr E

Simulator (WES) cas&’ he WES casallowed forecasters to interact with the experimental

products in an AWIPS environmefEach product came with an asso
included a list of steps to load each product, as well as simple tasks that allowed forecasters to
familiarize themselgs with the produst how they ardisplayed, anthow they arentended to

beused

Forecastersvaluated each productreattimein the HWT. Commenteaere captured in real

time by asking forecasters and visiting scientists to post tN @A A E WP veith rBlévant
GOESR posts copied to theOESR HWT Blog during the dailyactivities(links are at the end

of this document)In addition, posevent forecaster comments were collected via online survey
tools immediately followinghe close of daily awtities.

Lastly, with the assistance of the WargiDecision Training Branch (WIH), participants were
asked to provide three weekly webinars to their peers within the NWS community. This year the
topics for each webinar were pthosen and organized intareeareas (1) GOESR
Applications,(2) Nowcast Applications using EFP probabilistic outlooks, the QMIRF model,
and the LAPS Analysis systeffocused on the 15 May 2013 northern Texas outbreak with
inclusion of multiple GOESR applications)and (3) Warning Applications usinthe Multiple-
Radar MultipleSensor (MRMS) and the Hail Size Discrimination Algorithm (HSDA).
Forecasters were asked to present on these topics, discussing potential uses of tise product
within actual NWSoperations as well as tleerrrent limitations and successes. These webinars
were pesented via GoToMeeting pyoduct developer®yWS Headquarters and NWS WFOs
nationwide, providing a great opportunity for widespread exposure for th&&@®&Eoving
Ground products acss the NWSrganization



3. Products Evaluated

Table 1. List of products demonstrated within the 2013 Hazardous Weather Testbed Spring Experiment

Demonstrated Product Category
Simulated Cloud and Moisture imagery Baseline
Total Lightning Detection Baseline
Convective Initiation Future Capabilities
Cloud-Top Cooling GIMPAP
NearGstModel Atmospheric Stability Indices GOESR Risk Reduction
RGB Airmass Product GOESR Risk Reduction

Category Definitions:

Baseline Products GOESR products that are fundedr operationalmplementation

Future Capabilities Products- New capability made possible BBI

GOES-R Risk Reductioni New or enhaced GOESR applications thagxplore possibilities for,
improving AWG products. These products mag the individual GOER sensors alone, or
combine data from other-situ and satellite observing systems or models with GRES
GIMPAP 1 The GOES Improved Measurement and Product Assurance Plan provides for |
improved products utilizing the currenOES imager and sounder

3.1Simulated Cloud and Moisture Imageryi University of Wisconsin Cooperative
Institute of Meteorological Satellite Studies (JBYMSS) and Cooperative Institute of Research
in the Atmosphere (CIRA)

The original intent of the gemation and dissemination of teenulatedsatellite imagery was to
prepare forecasters for the additional spectral bands that will be avaiitbtbe GOESR

Advanced Baseline ImageABl). However theforecasthavebecome gopular prestorm

situaticnal awarenestool about the predicted evolution of the environment and convective storm
evolution from a convecticallowing model Generated from the NSSIVRF 00Z 4km model

run andprovideddaily viathe LDM feed from CIRA within the HWT AWIPS Il syem, the

GOESR ABI infrared window band 14 (10.35n) and the ABI water vapor band 8 (6 £%)

were availabldor forecasteevaluationat the EWP (Fig. 1).



Figure 1. CIRA/NSSL-WRF ABI IR (top right) and WV (bottom right) comped with reakime
IR (top left) and WV (bottom left) from 2100Z on May 13th, 20d@ring West Coast
convection(See GOESR HWT Blog).

Since 2011thesimulatedsatellite imagery has been disseminatechdoe than 20 WFOs across
the Contiguous United Stas CONUS and is being useib aidin forecast operations in these
locations. In fact, several of the forecasters who attetiseeBWPthis year mentioned the
benefits of having this information availatetheir local WFO The emainingforecasters who
were new to the imagery voiced their excitement about receivasgdhatain their own offices.
In the simulatedoperational environment of the EWP, thajority of participants found the
imagery to beparticularlyuseful in two ways; (1) as a situatarawareness tool within the
model predictegbre-storm environment and (2) to gauge model performance and gain
confidence while using other forecast parametach as CAPE/CIN fields

The most populaapplicationof this simulatedmagerywas as a nedaerm forecast tool,
particularly fortheforecasters providingxperimental mesoscale forecasts. Havirggnaulated
satellite imageeven thougtsubject to théimitationsinherent to using any model parameter,
was found to be vetrwr dhépredittedeaviroarhentarsldwa O b i
convective systems may evel\Once convection had begun to initiatiee forecasta/ere
replacedn favor of Convective Toolkinowcasting tools such as Cl and CHowever, it was
found to be oparticularusein assessg the evolutiorof themodetpredictedore-storm
environmentSome of the foecaster comments are shown below



AnEven though the 20+ hour forecasts are bo
likely scenaridor how situations are s#i evolve. It will be up to me to change my
thinkinginmesoscale eavy situations, but this data i
NWS Forecaster, PogtventSurveys

Ailt was wuseful to initially get datefiistdea of
andhowthg woul d behave. o
NWS Forecaster, Pog&tventSurveys

nl felt the | R fétheeeaassasigle line of eonveaiom withgand v e
placement and it was remarkably similar to what was going on. Thiswaka23c st . 0
NWS Forecastef/ 20/13 Daily Debriefing, HWT GOESR Blog

One caseavhere the model guidance performed veeiturredon May 9"in Central Texas. The
simulated imagery indicated stormngtiating over the San AngelGounty Warning AregCWA)
and subsequently, more storgevelopingover Lubbockalongthe outflow boundary associated
with the eastern complex (Fig. Actual GOESimageryshowedhe situation unfolding
similarly to what thesimulated satellitemagery had predicted.

Figure 2. 2200 UTC Simulated Satellite forecast on May 9th. Note the cludteells over
Lubbock, just wesbf the main complexActual IR imagery(inset)valid at the same time
showed that a very similar situation occurred.

The simulatedmagerywas alsausedto get andea of how well the NSSMWRF model

performed which features it struggled with, which it picked up consistently, how it presented
broader convective systems or smaller mesoscale circulationByatomparing thesimulated
imageryto the reatime GOESmagery forecasters were able to gainloseconfidencen how



the model ran as a whole and subsequently how other convesiated parametergere
performing

Al used it to confirm where models may hav
comparinc | oud cover in real and simulated. 0
NWS Forecaster, Pog&ventSurveys

AWebd used it as a comparison to the actua
| at er . l't didndt seem to handle anvils ver
the smulated imagery you could see where storms are developing without the anvil
obscuring them. o

NWS Forecaste®Q 7 AAE ¢ , AWT/AGOESR Bidg

Overall, forecasters were very impressed with the performance of the simulated imagery and
appreciatedow realstic the imagery looked he main benefit of thederecastavas reaped at

the mesoscale desk as an overall glimpse intontbeiel predictedbehavior of convective

systems. Tasedata will continue to be available for demonstration on tAdASII

workstatons within the HWT.

3.2 Convective Toolkit

3.2.1Convective Initiation T University of Alabama in Huntsville (UAH) and NASA
Shortterm Prediction Research and Transition Center (SPoRT)

In previous yearghe University of Alabama in Hunstville (UAHhes provided the SATellite
Convection and Analysis and Tracking (SATCA®duct which wasbased strictly on IR
satellite interest field@/NValker et al. 2012for demonstratio at the HWT Spring Experiment.
This year, given th€roving Grouncefforts to mee away from satellitenly productsand
integrate modeldat&) AH, i n a coll aborate effort with NO/
Laboratory (ESRL) and CIMSS, providadused approach to forecasinvective initiation
typically 0-2 hours before occurrenda this approachthe satellite interest fields defined by
Mecikalski and Bedka (2006) and Walker et(2012)will be assimilated into tHESRL Rapid
Refresh (RAP) modeA new GOESR CI nowcasting algorithm in developmehased on the
heritage of the STCAST, was provided for the HWT Spring Experiment. Tvisduct provides
a probability of a cloud object achievia@5 dBZ valueusingsatellite observationsnda
number ofRAP model fields. Thigroductwas available for both tteOESE and GOESN
domans (Fig. 3.



an Img () 13200 OHR Mon 20:00Z 13-May-13 + Visible Satellite M ("l Ullh‘\i 13

Figure 3. UAH Convective Iniation "Strength of Signal” display for GORS(left) and GOES
E (right). Like SATCAST, théusedCl outputs a strength value oflD0, but also includes a
snow cover contamination masto{ored in pink).

Feedback for the new fused probabilistic produasgenerally positive, with 84% of forecasters
notingthat the probability value of the cloud objects increased in tfierre ofobserved
convective initiation. Manyere pleased withstperformanceparticularly for areas in the
Cental U.S.

AThe CIlI product raeansNesteuncl éxasrtherr itthbean@rewously
in the Northwest U.S.O0
NWS Forecastef/15/13 Daily Debriefing, HWT GOESR Blog

Al thought i 1. Wdwetk loeking at &daeent sizedfteld and it seemed
to pinpoint on specific cu very well .0
NWS Forecastes/15/13 Daily Debriefing , HWT GOESR Blog

AThe Cdtsepmedtd e much more im @ementoday tha on the previous day. |
was abled follow consistent identifications along the cold front and monitor how the CI
probabilities were changing along a line of developing cumulus.

NWS Forecastes/15/13 Daily Debriefing , HWT GOESR Blog

AToday | did not have evesitwasfarfrgnha typioahsketi denc e
up/l ocation so this was not a surprise to
NWS Forecaster, PodEventSurveg

As noted from these commentise algorithm did not perform nearly as well for ceative
events that lacked identifiable surface baanes and were weakly forcedowever,
performance improved for events in which there waekkdefineddryline or outflow boundary,
with forecastersiotingthe occurrence of Cl with arobability of 50-60% or higher.
Additionally, for highervalue signad that resulted in successful convective initiation, the
algorithm generally provided a lead time of 15 minutes or greateetdevelopment @5+ dBZ



echoesOne exampl®ccurred on May 1Bwith atornadooutbreakin northern Texas (Fig. 4
and 5.

Figure 4. UAH CI and radar imagery for the Dallas/Ft. WorthCWA on May 15th at 2045 UTC.
Note the areas of yellow indicated a signal o68%b.

dBZ) 8bi t Wed 21: l}Z 15 \v.. 13

Flgure 5. UAH Cl and radar i |magery for the DalIaslIWorth CWA on May 15th at 2243TC.
Note the fairly strong convective cores in the areas previously indicated by-8@86QCI signal



fiThe product detected a 60% yellow area at 2045 UTC. By 2115, a thunderstorm had
developed in this area. This storm strengthened and prompted tecissi a warning

by 2205 Baseball size hail was reported at 2212 UTC, and a tornado was observed
around 2242 UTQ@.

NWS ForecastelGOESR Cl Confirms Severe Thunderstorm Initiation near Red

River, GOESR HWT Blog

In casedike the May 15' one forecasérs often used the GOBSCI in conjunction with the
Uni versity of -Tep®dingralgorithngparticularlyarutiee transition from
nowcasting to warning operatiar@enerally,it was found that the combination lmfyh CI
probabilities(upwardsof 80-90%) with CTC coolingrates of 10 K ormoreper 15 minutesvas
associated witlbbservedCl. Having this extranformation notonly increased the confidence of
using these products, but also provided more d@eaththe entireconvectivenitiation process.

AThe UAH ClI product was persistent in depi
CTC product indicated 10 to 15 degrees of
NWS ForecasteCI/CTC ldentifying Developing Convection in a Favorable

Environment, GOESR HWT Blog

AThe ClI proA@0&t shgdabhnsB86wing initiation p
later the CTC product showed a modest signaldd K/ 1 5mi n. A
NWS ForecasteCTC and CI Provide Lead Time on Texas Stof@OESR HWT Blog

There were somforecastersvho, while pleased withth€Elpr oduct 6 s per f or mance
such as the Texas tornadoes, had a | ack of <co
6jumpyd nature of the instantaneous display.

A T @) algorithm was very overwhelmg. There was a lot of convection identified
and the screen was quite cluttered. o
NWSForecaster, PosEvent Surveys

This clutteringconcerr e f er s t ol itkhed 6dionngleayt iof the al gori
large number of signals, typically ofdovalues, all within a very small area. Some forecasters,

as noted by the above comment, salarge numbeof signals as detrimental to its use in

forecast operations and suggested filtering out any values less than 50%. However, others saw it

as an advaage to have those values included, particularly in a broad cumuludriigheése

cases, forecastedsd notfocus on the specifiprobabilities but insteadbserved the trend.

AThe ClI didnét help with indi eréwerealideel e men
range of values in a small area. However, in backing out and taking a bicosdér
gave a gener al i dea of where | could start

NWS Forecastef/8/13 Daily Debrief , HWT GOESR Blog

Fortunately the flexibility of the AWIPSII softwareallowsforecasters to adapt the disptay
meet their own need$his providesthemwith the ability to customizéowthe Clproduct is

10



displayed As forecasters all have their own uniqueduct displayrocedures, this flexibtly
allowsthemto have some control over how they view ifi@rmation

One particularmprovemenbf the new fused version of tipeoductis the inclusiorof the snow
contamination mask. Signals that may be misidentified by the -tiguidg portion ofthe

algorithm due to snow cover are located using the NOAA NWS Operation Hydrologic Remote
Sensing Center SNOw Data Assimilation System (SNODAS) and displapatkir-orecasters
found this uskul in convective situations the Rockiegsee Fig. 2above. In these areasnany
mountaintops remain snow covered for much of the severe weather aadsarprevious years
have caused confusion given the erroneous sigralgever, having these signals clearly
identified and comparing them to the current Jisimagery was very beneficial during EWP
warning operations.

Al find it neat t-RG@ incoocerewitlcthervisinlesneagettch e GOE S
di scern the real signals from the snowy no
NWS Forecasr, Using GOER CI in the NW U.SGOESR HWT Bbg

Althoughmanyforecasters seemed tespond positively tthealgorithm only 52% indicated
that they believethe CI product would havsignificant or at least somalue within the
operational or nowcast procesghile the remaining ~40% indicaté would havesmall value
By in large these relatively low scores wetge to thénigh number of false alarms (i,&lutter)
in theproduct It is true that the algorithmperformed well in events with an obviossvere
weather setup anslell-definedforcing mechanism@ryline, etc.). However, fdow risk days
and situations whetine forcingmechanismand environmental conditions magt have beeso
obvious(ie. Pacific NW), the number of false alarms was much higleaxding forecasters to
have less aafidence in the product

AiMy initial thought today was that the CI product was a little too "busy" in appearance

(due to the numerous low CI chances). Perhaps this can be improved? However, we were
also looking in a mountainous regioiitivsnow cover aping on visiblesatellite so |

can understand the complexity of the situa
NWS Foreaster, PosEvent Survey

In regards to traininggenerallyforecasters were able to grasp the concepiteoClalgorithm
fairly easily.The product was provided within tivedepth WESraining prior to their arrival at
the HWT, and during the experimetitey hada quick guide at their disposal to use as a
reference. Both of these materials were very beneficial in building a bettertanderg of the
product itself and its uses for forecast operations.

This product will continue tbeavailable on the WIPSII workstations within the HWT for
further demonstration ange

11



3.2.2Cloud-Top CoolingT Uni ver sity of Wiehmsttotafsri nds Cooper
Meteorological Satellite Studies

The Uni ver si $Gloudlop Cadling (CadQ) algontldim was designed to provide a
satellitebased tool for diagnosing convective cloud growth. Using IR brightness temperatures
and AWG cloud phaseformation, the algorithniSieglaff et al2011)identifies immature
convective clouds that are growing vertically, and hewodirng (K/15 minutes). Once these
clouds begin to glaciate (determined via cloud phase), the algorithm will shihisffalgoithm

was developed as a future capability of GEEESnd is meant to take advantage of tmibute
updating imageryhe ABI will provide. However, at the moment it utilizes the current GOES
imagerwhich oftenimpedeghe overall value of the product givére 15minute (and longer
during full disk mode)nterval betweerscans

Though no significant developments have been made to the algorithm over the previous year, the
main focus remained on the use of the CTC rates as a prognostic tool for NEXRADUWax
Expected Size of Hail (MESH) and composite reflectivity, andisingthe relationships

between these parameters (as described andtedith Hartung et al. 2018) increase warning
leadtime for severe thunderstorms.

Forecasters were asked t@koxe the relationship betweéme CTC and NEXRA fields by

evaluating the leatime provided for severe stormse(t hose wi th a 60 dBZ ecl
inch MESH. Responses varied between-F® minutes, though the majority indicated a lead

time of 3 - 45 minuteSee Fig. § However, it was also noted thhy in large these lead

times occurred during events in which isolated robust cores devetopagenerally cloudree

area Comments to this effect are listed here:

fiThere is good potenti&br the CTC in relatively clear environments while awaiting
initiation. o
NWS Forecaster, Pogtvent Surveys

AEarl ier in the week it struggled, but tod
NWS Forecaster, Pogtvent Surveys

AThe CT G&dtoolsvhem cogvection begins within virtually clear skies, if there is a
well-defined cu field within a thin/moderate shield of stratus over the region the CTC
struggles or does not indicate cooling at
NWS Forecaster, Pogtvent Surveys
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Figure 6. The UWM-CTC on May 8th at 1825 UTC (top) and KAMA radar imagery at 2044 UTC.
The CTC showed a signal of 10 K/15 minutes at 1825 UTi@ northeastern New Mexi¢cthen
increased tel5 K/15 min by 1832 UTC. By 2044 UTthe storm hadnaturedand a sever
warning was issued. In this case the CTC provided roughly 38 minutesneadver the
operational warning that was issued.

In casesvhere the focus was on isolated superctigecasters were very pleased with the
performance of the algorithm. Many dsié asaway to increase situational awareness by
identifying certain cells that may have had the poterdigrbduce severe weath#érwas also

shown to aid in situations where there was a cap, when the CTC rates seemed to jump around
erratically for ®me time before finally cooling consistently. Once this consistent rate was seen, it
could be assumed that thepamas beginning to erode (Fig. Again, it provided situational
awareness.

AWe were issuing warnings witdoaqlriemg.ead c
NWS ForecasteiVeek 2 debrief HWT GOESR Blog

nFor situational awareness the t€Wet dls. &a
NWS ForecasteiVeek 2 Debrief HWT GOESR Blog

AThe CTC did a nice | o bsrealltry;mdtohbseakutgTheren a t

were numerous cloutbp cooling signatures beginning at 20Z and the first echo reached

the ground at 2145Z. So it took awhile, but eventually the storms overcame the cap and
became severe.

NWS ForecasteStorms Close® Amarillo Radar, HWT GOESR Blog
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Figure 7. Cloud Top Cooling on May 23rd at 2115 UTC. CTC signals began to show around
2000UTC but were not consistently cooling until aroun@@WUTC. This indicated that the cap
was finally beginning t@rode.

Forecatersstressed that it was important to knthe convectivenvironment. This is especially

true given the behavior of the CTC when in the presence of cirrus clouds. In the post event
surveysforecasters were asked to exploreghabability of detectiofPOD) andfalse alarm

rate FAR) of the CTC and found that while the POD was very good for robust cores, there were
still a number of FARSs that occurrddue to this observation, many forecastasl that they

would not use the product as a standalorstead, using it as an additional tool in the

Convective Toolkiwwhen diagnosing a severe weatbiguation

AFrom my experience todayé the CTC algorit

in some instances the tool missed rapidly developing stibrahsvere very apparent on
visible satellite imagery. Buté it does

identify potenti al severe convection when

NWS Forecaster, Pogtvent Surveys

il bel i eGTEalgorithen cdt Wcrease forecast confidence that a thunderstorm is
developing quickly and could be severe shortly. On the other hand, it may have some
false alarms. | would not be confident to issue a awvarning on the UACTC

algorithm alone withoutldoi ng at radar data. o

NWS Forecaster, Pogtvent Surveys

14



AThere still appear to be enough false al a
alone for a longer term warning. However, | believe it would be very beneficial as a

situational awareness addcision support air for aviation interests and also for large

venues.

NWS Forecaster, Po&tvent Surveys

AThe initial convection was captured well
environmental dataé know your environment.
NWS Forecaste Week 3 Debrief HWT GOESR Blog

AThe CTC did a good job yesterday, but it2o
environment. We saw strong signals, but as mentioned not all initiated because of other
environmental factors. oo

NWS Forecastef/15/13 Da ily Debrief, HWT GOESR Blog

As mentioned earliethe 15minuteintervalbetweenGOES imagescansanimpede the
performance of the CT@lgorithm particularly during full disk mode when th@ervalstretches
to over 30 minuteduring whichanincreasd number of false alarmsan be seerOne potential
possibility noted by forecasters that may be able to work around this issue is Rapid Scan
Operations (RSO). When the GOES satedlitee placed in RSO mogdihe anount of images per
hour doubles anthe scan intervakhrinksto roughly 7 minutedf the HWT was able to request
RSO mode for at least some duration during the Spring Experifoestasters would be able to
better utilize the CTC data withexperimentalvarningoperations

The GOESR CTCwill continue b be available within the AWIPS Workstations at the HWT
for further use and demonstration.

3.3 NearCast Model Atmospheric Stability Indices-Uni ver sity of Wi sco
Cooperative Institute for Meteorological Satellite Studies

The NarCast model is a Lagrangian trajectorgdel thatussesRAP modeled wind and height
fields to dynamically projectatellite temperature and moisture retrieval data fahwaspace
and time at multipléevels of the atmospher€he mnulti-level output is sed to determine where
and wherconvective development is most (and least) likelgccurin thenear future (49 hour
forecastrange) filling the information gap that exists betwessservatiorbased nowcasts and
longerrange(beyond 12 hours)umericalforecastsThe technique preserves fine details present
in the fullresolution(10-12 km)observationsuch as gradients, maxima, and miniiBg
merging terhours of previous observatioimsits analysis and forecast products, the NearCast
mocel is able ® provide stabilitynformation in areas even after the IR satellite observations
become cloud contaminatethe Near@st products were delivered to the HWT via the
University of Wisconsin LDM andisplayed within the EWP AWIPS 8ystems.

Within the NeaCast suié are a number of products, each based on a particular parameter
typically used in forecasting atmospheric instability (or stability). Thas, yedividual layer
precipitable water (PW) and thetalayer differences oPW andthetae , the congctive
available potential energy (CAPE) field, and the kimgd convection indx were available on

15



the AWIPS llworkstatons within the HWT. Similar to last year, forecasters tendedigoate
towards the more conventional parametdgrs PW andthetae differencefields.

el | ooked-eatantdh & Whéveatbra reoighePW values and so it made

sense why the st or.misestorimeon Wednegdioanedrightanr o wi n g

the lowlevel maximum of theteE, so it did very well 0
NWS Forecster,Week 2 Debrief GOESR HWT Blog

Most often, brecasters used the Neas@products during the nowcasting period, just prior to
their transition into warning operations. Evidenceéhid wasnoted in the post event surveys
where roughly 77% indicatdtlese parameters to be of use in tf&Hour forecast period, while

67% indicated use also dugithe 36 hour forecast period. It was during these time periods that

forecasters used the various products to identify areas of potential convectiveitystatil
assessiow any developingonvection would behave (Fig).8

AThe [adleraducChowed enhanced chances for convection all the way to the
Lubbock area. Especially the thedalifference product as it placed a tongue of-lenet|

unstableaif ust where high based thunderstor ms

lot to focus on the anticipatedar@f 1 ni ti ati on. 0O
NWS Forecastefearcasting and High Based Thunderstorm&dWT GOESR Blog

A T h e -etdifference showed unstable air. Whea skorms entered this unstable air
theydi d strengthen quite a bit, several
NWS Forecastef/14/13 Daily Debrief , HWT GOESR Blog

AThe dewelopmerd tohe west was associated with marginal moisture [as indicated
by thePW fields], but just to the east there was more moderate moisture and as soon as

t hat devel opment moved into the area
NWS Forecastef/8/13 Daily Debrief , HWT GOESR Blog
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Flgure 8. The May 15th 2300 UTC Vertlcal Theta Dlﬁerence (top Ieft) Sustained Convection
Index (top right), CAPE (bottu left), and visible imagery (bottom rightn this case the
forecaster was looking at the tongue of #i@del instability in the Lubbock area. Later in the
day, though surface dewmts were in the mid 30s, highased convection developed in this
area.

Forecasters also used the NearCast Model to makkctons about the environment intdhich
already developed convectimmsmoving, andvhether or not that environment wowddpport
further convective growthror areas in which the model showed higher convective instability
and increased losevel moisture, forecasters noted that storms would experience further
development (Fig. 9). Similarly, those storms that encountered convedablg air and a
decrease in lovlevel moisture were noted to experience little or no growth, or dissipation.

i T h e -etdiffexeina showed stable air moving into the area, and along with the
simulated imagery, was used in the forecasting of the didssip on of st or ms.
NWS Forecastef/07 /13 Daily Debrief, HWT GOESR Blog

fiWwhile waiting for stuff to get going, | really enjoyed the PW difference. There was cu in
the area of lowevel moisture and as soon as they moved into an area of higher moisture
they fired. o

NWS Forecastef/08 /13 Daily Debrief, HWT GOESR Blog

AThe GOES vedifferance @rbdudt hgalighted the moist and unstable air

mass nicely. In fact, the thunderstorms really increased in strength when approaching and
eventuallycros$ ng t hat plume of wunstable air. o
NWS Forecasteiearcast Vertical ThetaE Difference with Ongoing Strong Storms

HWT GOESR Blog
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AThe NearCast instability products showed that instability was really increasing ahead of

the southern Mississippi Val line between0 6 Z | ast ni ght éwhi ch s
prolonged event. The squall lie kept going through the southeast and wind damage ended
up occurring into central MS. 0

NWS Forecastef/21/13 Daily DebriefHWT GOESR Blog
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Figure 9. NearCast ModeMay 21, 2200JTC 8.5 hr forecast valid May 22, 0630 UTCw-

level thetae (top left), upperlevel thetae (top right), vertical theta difference (bottom right)
andvisible imagery valid at 2300 UTC on May21 (bottdeft). This NearCast Model cycle
forecasted a relatively dry and cool uppevel airmass (low theta) to move above a lolevel

plume of much warmer and moister air (high thetaver the lower Mississippi Valley between
2200 and 0700 UTC, correlating to increasing convective instabil@gdbf the ongoing line of
convection. This provided forecasters with confidence that the environment eantidue to
support the convection as it advanced eastward through the evening. See forecaster comment
fi5/21/13 Daily Debriec§ a b o v e .
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Figure 10. NearGastVertical ThetakE difference overlaid with radar imagery. Note the complex
of storms moving into an area of higleemvectiveinstability (denoted by the darker blues).
These storms increased in strength as they moved into the more convectsiablairegion.

Seef or e c a st eNearcast YemieahThetBDifference with Ongoing Strong Stortns
above.

Overall forecasters were pleasedtinthe performance of the Nea§t products, particularly in
diagnosing the behavior ohgoingconvectiveactivity. However, onéorecastesuggested
improvemenduring a case in which the product was used in the center of the country. Given the
domain the forecaster overlapped the GOGE&nd GOESN imagery The result was an

overlap over the center of the&J, not necessarily detrimen&dceptthat the east and west

imagesin that overlap did not match and this createthe confusion about which was correct or
more accurate. If possihle may be beneficial to prvide a merged view of the Nea$t that

covers the entire continental &l.

The Near@sting products will contiraito be available on the AWIPSwiorkstations at the
HWT for further demonstration and use.

3.4Total Lightning Detection NASA6s Short Term Prediction,
Center (SPORT)NOAA National Severe Storms Laboratory (NSSandthe University of
Oklahoma Cooperative Institute for Mesoscale Meteorological Studies (OU/CIMMS)

Multiple products were created and displayed within the N\WSationalAWIPS 1l framework

to represent total lightning data from the Geostationary Lightning Mapper {Gloddman et

al., 2013. These psuedGLM (pGLM) products were created using total lightning data from
six Lightning Mapping Array (LMA) networks and one Lightning Detection Radging

(LDAR) network. The seven domaimgerelocated in: Oklahoma (central and southwest), West
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Texas, Northern Alabama, Washington DC, Houston, TX, Northern Colorado, and Kennedy
Space Center, Florida. Before the lightning data was ingested into AMVIR8 VHF data from
the LMA / LDAR systems was sorted into flashes and gridded at rougty i@solution to
match the expected GOHSEGLM resolution using software available at NASRoRT(flashes
from the SPoRTalgorithm usecé minimum threshold of 25NF points per flash based on
previous satellit¢ LMA flash comparisonsand also Warning Decision Support System
Integrated Information (WDS8) system(data from this system was primarily for backup in
2013; the WDSSI flash algorithm used a minimuthreshold of 1€oints per flash as
documented in previous literature, e.g., Weins et al., 2005)

The following pGLM products were available for forecaster evaluation during 20182meal
operations in the HWTL min Flash Extent Densifyl min Flash nitiation Location / Density60
/120 min Flash Accumulation Trackend60 / 120 min Maimum Flash Rate Tracks

In addition to the reaime operations within the HWT, all forecasters completed a WES archive
case from central Oklahoma on 24 May 20lle WES case was used as an introduction and
training on the lightning data for the forecasters prior to their arrival at the HWT.

The forecasterwere able to examine the pGLM lightning data dunnee differentevents

during the Spring Eperimentprimarily over the West Texas and central Oklahoma donfains

a variety a storm moded.he most often used product was theih Flash Extent Density

(FED) as it provided the forecasters quick evidence of the location of the most vigorous
convection (Fig. 11) Similar to previous feedback in the HWT, forecasters found the data useful
for situational awareness and more informative than etowgtound data alone

fiThe lightning data was very beneficial in linear modes to decipher which storms were
themostevere within the | ine. o

-NWS Forecaster, Pogvent Survey

Al found the FED to be ext-ssevareecobnyectiorsiief ul , e
offered a glimpse in the storms intensity between volume scans and offered a way to

monitor their growingintes i t y. 0

-NWS Forecaster, Pogtvent Survey
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Figure 11. Forecaster AWIPS Bcreenshodf pGLM FED (top left), radar reflectivity
compositgtop right), and MESH (bottom right) orB May 2013 inwestcentral Oklahoma.
Overlaid on all images is ¢hforecaster issuedxperimentatevere warningolygon(yellow).

New to forecasters in the 2013 Spring Experiment was the total lightning tracking tool developed
by NASA-SPORT.This tool addressed one of the primary requests fovatasters in previous
evalwations: generating a time series trengg@L.M data in reatime. The total lightning

tracking toolutilized a direcinterface with the forecaster, requiring manual selection of cells

ard storm trackFeedback on the toalas mixed, most forecasters appated the ability to

examine lightning trendasnd the extra information it can provide when determining storm

severity, but found the tool to be too labor intensive to use effectively wimeabperations

A The lightning tracking tool jsNot likely something | would use during a busy event,

but | could see the value of this product for decision support services to outdoor events

where lightning is the primary concern and when severe weather is not a major concern.

At the current time | feel theler e mor e effective ways to int
-NWS Forecaster, Pog&vent Survey

Once created by the forecastée time seriesisualizationfrom the lightningtracking tool
provided a way for forecast eeladetoothermudtia mi ne Al i
radar/multisensor (MRMS) fields such as vertically integrated ice, the maximum expected size

of hail (MESH), and reflectivity at1l0C. A forecaster derived trace of lightning associated with a

storm near Ratliff City, OK on 15 May 281s shown in Figl2. For this particular eventhe

forecaster noted on the EWP/HWT blog the rapid increase of flash rate prior to 1910 UTC,

providing 17 min lead tim#& the %inch hail report at 1926 UTC.
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